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Abstract

Search based techniques have been widely applied in the domain of software testing. This Systematic Literature Review aims to present the research carried out in the field of search based approaches applied particularly to mutation testing. During the course of literature review, renowned databases were searched for the relevant publications in the field to include relevant studies up to the year 2014. Few studies for the year 2015–2016, gathered by performing snowball search, have also been included. For reviewing the literature in the field, 43 studies were evaluated, out of which 18 studies were thoroughly studied and analysed. The result of this SLR shows that search based techniques were applied to mutation testing primarily for two purposes, either for mutant optimisation or for test case optimisation. The future directions of this SLR suggests the application of search based techniques for other issues related to mutation testing, like, solution to equivalents mutants, generation of non-trivial mutants, multi-objective test data generation and non-functional testing.
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1. Introduction

Software testing [1] is a rigorous activity which must be done to find the errors, quality assessment and to gain insight into the state of the system. The key challenge in the process of software testing is to reduce costs and maximize benefits. Since it is extremely time-consuming and requires a lot of effort; the overall testing process needs to be optimized for testing practices. Software testing involves test planning, design, execution and evaluation, reporting and closure activities. Test design is an activity that entails the major chunk of software test activities. It includes reviewing the test basis, identifying test conditions, designing tests, evaluating them and thereby designing the test environment setup. One of the critical tasks in testing is the generation of test data. Research on test case generation has become quite prevalent in the last two decades [2–5].

Search based approaches have been applied to several optimisation problems [6]. Software test design portrayed as a well formed optimisation problem has been solved using meta-heuristic techniques [7]. The generation of test data can be automated using meta-heuristics or search based techniques using a specific fitness function to guide the search towards a potentially good solution within a search space [8].

Search based mutation testing (SBMT) works by formulating the test data generation/optimization and mutant optimization problems as search problems and applying meta-heuristics techniques to solve them. Bottaci [9] introduced the fitness function to apply optimization algorithms to kill the mutants or faulty programs. This fitness function was based on three conditions: reachability, sufficiency and necessity. These three conditions served as a base for the foundation of SBMT and are still used for
this purpose [10]. Optimization techniques, such as Genetic Algorithm (GA), Hill Climbing (HC), Ant Colony Optimization (ACO), Bacteriological Algorithm (BA) and Immune Inspired Algorithm (IIA) were used together with mutation testing by researchers as an art of SBMT [11].

The aim of this systematic review is to address the search based approaches applied to mutation testing either for test case generation or for mutant optimization. The systematic literature review (SLR) is the foremost essential step in the research process conducted to rigorously collect, analyse and report the current literature in the field. An extensive survey by Jia and Harman [12] comprehensively addressed developments of mutation testing. [13] lists the various advancements in the areas of SBMT since the year 2009. A recent systematic mapping by Souza et al. [11] mentioned related work in the context of test data generation for mutation testing, whereas whereas this SLR focuses particularly on the search based techniques smeared with mutation testing for test data generation-optimization and mutant optimization. A similar study on SBMT has been recently published by Silva et al. [14]. The authors explored the use of meta-heuristic in the context of mutation testing. The study is very rigorous as well as detailed and reviews the publications up to the year 2014. The studies included in this SLR were also been in the systematic review by Silva et al. This SLR primarily aims to review the studies in the field of SBMT up to the year 2014, however, a few relevant studies of the year 2015 and 2016 were also cited. These recent papers were collected using the snowballing approach [15] to find the papers published in the last two years which cited the studies included in present SLR. The study and analysis of various papers collected from a number of sources involves a great deal of research effort and time as it also encompasses the review and modification of the paper entailing s time after it is communicated to a journal. Review and modification of the paper also entails time after it is communicated to a journal. Therefore, in this paper the relevant studies up to the year 2014 were thoroughly analysed and included only few studies published in the year 2015–2016. The primary studies selected for review are the ones which proposed a new technique for SBMT up to the year 2014. This SLR contains many figures and tables to offer easy access to comprehensive knowledge on the topic. The studies selected for review were used immensely by the researchers working in the field of SBMT.

The rest of the paper is systematized as follows: Section 2 differentiates between Literature Review (LR), Systematic Mapping (SM) and Systematic Literature Review (SLR). Section 3 shows the research method followed for this SLR highlighting the research question and the used search strategy. Section 4 analyses the studies in SBMT. Section 5 presents the results and then Section 6 presents conclusion.

2. Differentiating LR, SM and SLR

Reviewing the literature in the field is a fundamental process prior to any worthwhile research. This section compares and contrasts the implications of LR, SM and SLR.

**Literature review** – “A literature review is an objective study done to thoroughly summarize and critically analyse the available relevant research, and to enable the researcher to gather up to date information, to gain insight into the current literature that forms a basis of a goal to be achieved and also justifies the future research in that area” [16].

**Systematic mapping** – “A systematic mapping study provides a structure of the type of research reports and results that have been published by categorizing them. It often gives a visual summary, the map, of its results. It requires less effort while providing a more coarse-grained overview” [17].

**Systematic literature review** – “A systematic literature review is a means of identifying, evaluating and interpreting all available research relevant to a particular research question, or topic area, or phenomenon of interest. Individual studies contributing to a systematic review are called primary studies; a systematic review is a form a secondary study” [18].
SLR entails an exhaustive and comprehensive search process which adheres to the guidelines on the conduct of a review and inclusion/exclusion criteria; it is determined by the quality assessment process. However, in the case of LR, the process may not be comprehensive and may or may not include the quality assessment. SM, on the other hand, has a complete search process and identifies primary and secondary research but may not include formal quality assessment process [19].

3. Research method

The aim of this study is to offer insight into various types of research carried out in the area of search based mutation testing (SBMT). The authors followed the guidelines given by Kitchenham [18]. The undertaken course of action is demonstrated using a sequence diagram (Figure 1).

Initially, primary knowledge about the subject of the study was collected. As a result of an inquisitive study of the research conducted in the field, a set of research questions (RQs) were formulated. Search strategy was then designed that forms the base for collecting the relevant research material from the data repositories. The most vital step was to refine the data gathered by defining an inclusion/exclusion criterion. After this stage, 43 relevant studies were categorized into 18 primary and 25 secondary studies (discussed in this section). The method used to extract the primary and secondary studies is explained in [20]. In order to answer the RQs, collected and segregated material was critically examined; thus, reaching the conclusion.

The steps trailed in the SLR for test data generation/optimization and mutant optimization using search based approaches were conducted in the way elaborated in the following subsections.

3.1. Research questions (RQs)

As the RQs form the foundation of the SLR, the PICOC criteria [20] (given in Table 1) were used to define the research questions. The PICOC criteria were defined as follows:

- **Population** – people, or an application area, or a group of companies or any such community affected by the research.
- **Intervention** – software methodologies/tools/technologies/procedures which are required to solve a particular issue.
- **Comparison** – software methodologies/tools/technologies/procedures with which intervention can be compared.
- **Outcomes** – factors of significance which are relevant in the study.
- **Context** – environment in which the comparison takes place.

The aim of this work is to summarize the current state of art of research in SBMT by...
proposing answers to the set of the following research questions (RQs).

RQ1: Which search based approaches were used in collaboration with mutation testing?
RQ2: What are the areas of application in which search based approaches were applied for mutation testing?
RQ3: What are the findings from the comparison studies of the techniques used in SBMT?
RQ4: What are the major challenges faced by the researchers in the field of SBMT?

### 3.2. Search process

This section describes the strategy used to mine the databases containing the research material and to extract the relevant information related to the conducted research.

#### 3.2.1. Data sources

According to the guidelines provided by Kitchenham [20], several data sources were searched to encompass the maximum possible information. The following data repositories were explored to retrieve the relevant publications from conference proceedings, workshop proceedings, journal articles, books and theses.

- Science Direct (www.sciencedirect.com).
- Springer (www.springerlink.com).
- Citeseer (scholar.google.com).
- Wiley Online Library (onlinelibrary.wiley.com).

A few papers were available in more than one searched repositories and in such cases the duplicate copies were removed manually.

### 3.3. Inclusion and exclusion criteria

The overall process depicted in Figure 2 was followed to obtain and segregate the relevant primary and secondary studies.

#### 3.3.1. Search strategy

Various research publication repositories provide different search options for data search. An
Table 2. Search Strings for selected data sources

<table>
<thead>
<tr>
<th>Data Source</th>
<th>Search String</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE</td>
<td>(((Evolutionary OR heuristic OR search based OR search-based OR nature inspired OR nature-inspired OR optimization OR selection OR minimization OR prioritisation)) AND (“Mutation Testing” OR “Mutation Analysis” OR “mutation operator testing” OR “fault injection” OR “fault based testing”)) in command search tab (under advanced search)</td>
</tr>
<tr>
<td>ACM</td>
<td>(Abstract:Mutation and Abstract:testing) and (Abstract:Evolutionary or Abstract:heuristic or Abstract:metaheuristic or Abstract:search based or Abstract:search-based or Abstract:nature or Abstract:inspired or Abstract:nature-inspired or Abstract:optimization or Abstract:optimisation or Abstract:selection or Abstract:minimization or Abstract:minimisation or Abstract:prioritisation or Abstract:prioritization)</td>
</tr>
<tr>
<td>Wiley</td>
<td>(Evolutionary OR heuristic OR metaheuristic OR search based OR search-based OR nature inspired OR nature-inspired OR optimization OR optimisation OR selection OR minimization OR minimisation OR prioritisation OR prioritization) in Abstract AND “Mutation Testing” OR “Mutation Analysis” OR “Mutants testing” OR “mutation operator testing” OR “fault injection” OR “fault based testing” in Abstract</td>
</tr>
<tr>
<td>Elsevier</td>
<td>(Evolutionary OR heuristic OR metaheuristic OR search based OR search-based OR nature inspired OR nature-inspired OR optimization OR optimisation OR selection OR minimization OR minimisation OR prioritisation OR prioritization) and TITLE-ABSTR-KEY (“Mutation Testing” OR “Mutation Analysis” OR “mutation operator testing” OR “fault injection” OR “fault based testing”)</td>
</tr>
<tr>
<td>Springer</td>
<td>Mutation AND testing AND (Evolutionary OR heuristic OR metaheuristic OR search based OR search-based OR nature inspired OR nature-inspired OR optimization OR optimisation OR selection OR minimization OR minimisation OR prioritisation OR prioritization)</td>
</tr>
<tr>
<td>citeseer</td>
<td>(((Evolutionary OR heuristic OR metaheuristic OR search based OR search-based OR nature inspired OR nature-inspired OR optimization OR optimisation OR selection OR minimization OR minimisation OR prioritisation OR prioritization)) AND (“Mutation Testing” OR “Mutation Analysis” OR “Mutants testing” OR “mutation operator testing” OR “fault injection” OR “fault based testing”))</td>
</tr>
</tbody>
</table>

Advanced search strategy was used for mining the data sources to locate the pertinent publications. The Boolean operators “AND”, “OR” and “NOT” are used to arrange the keywords for forming the search string. As the various databases provide different search capabilities, as stated in a recent SLR [21, 22], conceptually similar search strings were used for each of the data sources listed in Table 2. To ensure the maximum retrieval of significant material, the search strategy was applied on to a title, an abstract and keywords. The earliest research in the field of search based on testing was published in the year 1976, and thus the start date for the search was established to be January, 1976 and the end date was set to December, 2014.

Initially using the search string as specified in section 3.2.2, a total of 4314 papers were found. However, many of these papers pertained to mutation and biology which were not relevant to our field. Thereafter, a multi-step process was followed to remove the irrelevant publications. The number of papers shown by the respective repositories using the aforesaid search string is listed in Table 3.

In order to exclude the irrelevant papers, title and abstract based exclusion was performed manually and then the full text was read to store the appropriate papers in our repository. After analysing the papers thus found, a list of active researchers (as listed in Table 4) in the same field was maintained. Then, to ensure the completeness of the data, another search
was accomplished to locate the leftover papers of the researchers working in the field. The reference section of the primary studies was also checked to extract any relevant publication that was missing in our collection. A total of 10 new papers were located out of which 6 were found by reference search and 4 were found by the author search. The total number of relevant papers thus collected is listed in Table 5.

Table 5. Number of papers after exclusion

<table>
<thead>
<tr>
<th>Data source</th>
<th>Count after exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE</td>
<td>16</td>
</tr>
<tr>
<td>ACM</td>
<td>6</td>
</tr>
<tr>
<td>Wiley</td>
<td>1</td>
</tr>
<tr>
<td>Elsevier</td>
<td>4</td>
</tr>
<tr>
<td>Springer</td>
<td>10</td>
</tr>
<tr>
<td>Citeseer</td>
<td>1</td>
</tr>
<tr>
<td>Others</td>
<td>5</td>
</tr>
</tbody>
</table>

The totally pertinent publication includes all those papers which presented a new technique(s), compares existing techniques and empirically evaluated the techniques. These 43 studies were then thoroughly reviewed by each author to segregate them into primary and secondary studies. The papers with a significant contribution in the field in terms of research ideas and development were chosen as primary studies and the rest were marked as secondary ones. Eventually, 18 primary studies (as shown in Table 6) were then thoroughly, analysed separately by each author. It can be seen that 50% of the studies demonstrated their technique in a theoretical manner and the remaining 50% evaluated their technique empirically.

4. Analysis of studies in SBMT

This section presents the analysis, trend patterns and the discussion of the research done in the field of SBMT.

4.1. Trends in SBMT

Table 7 and Table 8 list the publication types for the selected studies and primary studies retrieved from the repositories. Figure 3 shows the publication trends observed from 1998 to 2014. The first publication was recorded in 1998 and after that the research was carried out continuously in this field. A decline in the research trends is observed during the year 2006–2009.

4.2. Discussion on primary studies

Table 9 summarizes the contribution of the selected primary studies and search based techniques evolved/used by them. Table 10 lists the subject programs, language and tools used by the selected primary studies. It is observed that
Table 6. Overview of the selected primary studies

<table>
<thead>
<tr>
<th>Study ID</th>
<th>First Author</th>
<th>Year</th>
<th>Type (C/J/W/B)</th>
<th>Publisher</th>
<th>Research Category (E/T)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>L. Bottaci</td>
<td>2001</td>
<td>C</td>
<td>Others</td>
<td>T</td>
<td>[9]</td>
</tr>
<tr>
<td>P2</td>
<td>B. Baudry</td>
<td>2001</td>
<td>W</td>
<td>Springer</td>
<td>E</td>
<td>[23]</td>
</tr>
<tr>
<td>P3</td>
<td>B. Baudry</td>
<td>2002</td>
<td>C</td>
<td>IEEE</td>
<td>E</td>
<td>[24]</td>
</tr>
<tr>
<td>P4</td>
<td>P. May</td>
<td>2003</td>
<td>B</td>
<td>Springer</td>
<td>T</td>
<td>[25]</td>
</tr>
<tr>
<td>P5</td>
<td>M. C. F.P. Emer</td>
<td>2003</td>
<td>J</td>
<td>Others</td>
<td>E</td>
<td>[26]</td>
</tr>
<tr>
<td>P6</td>
<td>K. Adamopoulos</td>
<td>2004</td>
<td>C</td>
<td>Springer</td>
<td>T</td>
<td>[27]</td>
</tr>
<tr>
<td>P7</td>
<td>Md. M. Masud</td>
<td>2005</td>
<td>C</td>
<td>IEEE</td>
<td>T</td>
<td>[28]</td>
</tr>
<tr>
<td>P8</td>
<td>K. Ayari</td>
<td>2007</td>
<td>C</td>
<td>ACM</td>
<td>E</td>
<td>[29]</td>
</tr>
<tr>
<td>P10</td>
<td>K. K. Mishra</td>
<td>2010</td>
<td>C</td>
<td>IEEE</td>
<td>T</td>
<td>[31]</td>
</tr>
<tr>
<td>P11</td>
<td>B. Schwarz</td>
<td>2011</td>
<td>C</td>
<td>IEEE</td>
<td>T</td>
<td>[32]</td>
</tr>
<tr>
<td>P12</td>
<td>M. Harman</td>
<td>2011</td>
<td>C</td>
<td>ACM</td>
<td>T</td>
<td>[33]</td>
</tr>
<tr>
<td>P13</td>
<td>J.J. Dominguez-Jimenez</td>
<td>2011</td>
<td>J</td>
<td>Elsevier</td>
<td>E</td>
<td>[34]</td>
</tr>
<tr>
<td>P14</td>
<td>G. Fraser</td>
<td>2012</td>
<td>J</td>
<td>IEEE</td>
<td>E</td>
<td>[35]</td>
</tr>
<tr>
<td>P16</td>
<td>M. B. Bashir</td>
<td>2013</td>
<td>C</td>
<td>IEEE</td>
<td>E</td>
<td>[37]</td>
</tr>
<tr>
<td>P17</td>
<td>P. S. Viasemis</td>
<td>2013</td>
<td>C</td>
<td>Springer</td>
<td>T</td>
<td>[38]</td>
</tr>
<tr>
<td>P18</td>
<td>M. Papadakis</td>
<td>2013</td>
<td>J</td>
<td>Springer</td>
<td>T</td>
<td>[10]</td>
</tr>
</tbody>
</table>

Type: C – Conference, W – Workshop, B – Book, J – Journal
Research Category: E – Experimental, T – Theoretical

Table 7. Publication type for 43 selected studies

<table>
<thead>
<tr>
<th>Publication type</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Journal</td>
<td>13</td>
</tr>
<tr>
<td>Workshop</td>
<td>3</td>
</tr>
<tr>
<td>Thesis</td>
<td>1</td>
</tr>
<tr>
<td>Conference</td>
<td>23</td>
</tr>
<tr>
<td>Book</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 8. Publication type for primary studies

<table>
<thead>
<tr>
<th>Publication type</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Journal</td>
<td>4</td>
</tr>
<tr>
<td>Workshop</td>
<td>1</td>
</tr>
<tr>
<td>Book</td>
<td>1</td>
</tr>
<tr>
<td>Conference</td>
<td>12</td>
</tr>
</tbody>
</table>

Figure 3. Publication trends of research in SBMT
### Table 9. Contribution and techniques used by primary studies

<table>
<thead>
<tr>
<th>Study no.</th>
<th>Contribution</th>
<th>Techniques</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Fitness function introduced based on GA for mutation testing</td>
<td>GA</td>
<td>[9]</td>
</tr>
<tr>
<td>P2</td>
<td>Automation of test case enhancement for object oriented software components</td>
<td>GA</td>
<td>[23]</td>
</tr>
<tr>
<td>P3</td>
<td>Introduced bacteriological algorithm and compared with GA</td>
<td>GA, BA</td>
<td>[24]</td>
</tr>
<tr>
<td>P4</td>
<td>Artificial Immune System applied for Mutation testing</td>
<td>AIS</td>
<td>[25]</td>
</tr>
<tr>
<td>P5</td>
<td>GP based procedure for selection and evaluation of test data</td>
<td>GA</td>
<td>[26]</td>
</tr>
<tr>
<td>P6</td>
<td>Dealt with equivalent mutant problem using GA</td>
<td>GA</td>
<td>[27]</td>
</tr>
<tr>
<td>P7</td>
<td>Test case generation for killing mutants in program units using GA</td>
<td>GA</td>
<td>[28]</td>
</tr>
<tr>
<td>P8</td>
<td>Test case generation using mutation testing with ACO</td>
<td>ACO</td>
<td>[29]</td>
</tr>
<tr>
<td>P9</td>
<td>Construction and evaluation of higher order mutants using GA, HC, Greedy</td>
<td>GA, HC, Greedy</td>
<td>[30]</td>
</tr>
<tr>
<td>P10</td>
<td>Elitist genetic algorithm applied with mutation testing</td>
<td>GA</td>
<td>[31]</td>
</tr>
<tr>
<td>P11</td>
<td>Generation of high impact mutants avoiding equivalent mutants using GA</td>
<td>GA</td>
<td>[32]</td>
</tr>
<tr>
<td>P12</td>
<td>Production of test input via strong higher order mutants</td>
<td>Search based</td>
<td>[33]</td>
</tr>
<tr>
<td>P13</td>
<td>Mutant optimization using GA for WS-BPEL</td>
<td>GA</td>
<td>[34]</td>
</tr>
<tr>
<td>P14</td>
<td>Test oracle generation using automated mutation testing, assertions and GA</td>
<td>GA</td>
<td>[35]</td>
</tr>
<tr>
<td>P15</td>
<td>Test case and mutant optimization using GA</td>
<td>GA</td>
<td>[36]</td>
</tr>
<tr>
<td>P16</td>
<td>Definition of a new fitness function aiming to produce test data</td>
<td>GA</td>
<td>[37]</td>
</tr>
<tr>
<td>P17</td>
<td>Automatically finding and correcting faults using code slices, GA and mutation testing</td>
<td>GA</td>
<td>[38]</td>
</tr>
<tr>
<td>P18</td>
<td>Improved fitness function for test generation using AVM</td>
<td>HC</td>
<td>[10]</td>
</tr>
</tbody>
</table>

Java programs are most popular for the research and there are different tools that are used by the researchers in the field of SBMT.

Figure 4 describes the yearly distribution of the techniques used by the selected primary studies. As is evident from the scatter chart, GA is the most prevalent and consistently used technique by the researchers working in the area of SBMT. Study P12 is not included in the chart, as it evaluates the application of search based techniques in general (no specific technique) for higher-order mutation testing.

### 4.3. Relevant publications of 2015–2016

In order to collect publications in the domain of SBMT for the years 2015–2016, the snowball approach was followed. The relevant studies collected as a result are cited here.

A few reviews relevant to the ones filed in SBMT have been published in the past two years. The literature review by Silva et al. [14] details the work carried out in the field before 2014. Other surveys include [13,48–51].

Considerable work was done in the context of search based higher order mutation testing by eminent researchers in the field. The relevant publications include [52–56].

GA is still the most popular search algorithm used by the researchers of the domain [52,57–59].

Hill Climbing [60] and PSO [61] have also been recently used by researchers for test data generation using SBMT. Other relevant publications include [62,63].

### 5. Results (RQs)

This section presents answers to the RQs formulated above after analysing the 43 studies in SBMT, amongst which 18 studies that were identified as those stating a new technique, were thoroughly analysed.
Table 10. Language used, subject programs and tools used by (Experimental) primary studies

<table>
<thead>
<tr>
<th>Study no.</th>
<th>Contribution</th>
<th>Techniques</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>P2</td>
<td>* Pylon library</td>
<td>uSlayer</td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>C#</td>
<td>C# parser</td>
<td></td>
</tr>
<tr>
<td>P5</td>
<td>C++</td>
<td>cmn, fat, max, cmd</td>
<td></td>
</tr>
<tr>
<td>P8</td>
<td>Java</td>
<td>Triangle, Nextdate</td>
<td></td>
</tr>
<tr>
<td>P9</td>
<td>C</td>
<td>triangle, TCAS, schedule2, totinfo, printtokens, space</td>
<td></td>
</tr>
<tr>
<td>P13</td>
<td>WS-BPEL</td>
<td>WS-BPEL compositions (Travel Reservation, Service Extended Meta Search and Loan Approval Extended)</td>
<td></td>
</tr>
<tr>
<td>P14</td>
<td>Java</td>
<td>commons CLI, commons codec, commons collections, commons logging, commons Math, commons Primitives, Google Collections, JGraphiT, Joda Time, NanoXML</td>
<td></td>
</tr>
<tr>
<td>P15</td>
<td>*</td>
<td>Bisect, Bub, Fourballs, Mid, trityp</td>
<td></td>
</tr>
<tr>
<td>P16</td>
<td>Object oriented</td>
<td>CGPA calculation</td>
<td></td>
</tr>
<tr>
<td>P17</td>
<td>Java</td>
<td>credit card validator, triangle classification, Base 64, Person sorted list, shapes, order set, Graph shortest Path, 3 Eclipse libraries</td>
<td></td>
</tr>
<tr>
<td>P18</td>
<td>Java</td>
<td>Triangle, Trityp, Triangle, Remainder, Calender, Fourballs, Cancel, Quadratic</td>
<td></td>
</tr>
</tbody>
</table>

* Indicates the data not mentioned by the authors concerned in the study.

5.1. Techniques of SBMT (RQ1)

In order to answer RQ1, the techniques used by the researchers working in the field are summarised below.

5.1.1. Hill climbing (HC)

It is one of the meta-heuristic search based techniques that strives to improve the current solution by exploring all its neighbours in the search space. It includes an initialization stage, where the initial candidate solution is chosen randomly. Thereafter, all its neighbours are searched and evaluated until no improved solution can be found. The major drawback of this technique is local convergence as search includes the neighbourhood space only [64]. Jia and Harman [30] applied hill climbing with GA to deal with the explosion of a large number of higher order mutants created from lower order mutants. Papadakis and Malveris [10] used Alternating Variable Method, which is a variant of Hill Climbing, for test data generation using mutation testing by using an improved fitness function.
5.1.2. Ant colony optimisation (ACO)

ACO is a metaheuristic technique proposed by Dorigo in the late 1990s [65,66] for approximately solving the combinatorial problems which are otherwise hard to solve in a reasonable amount of time. It was inspired by Ant System [67] in 1991. ACO starts by mapping the problem under study such that it simulates the stigmergic behaviour of ants. The ants start at random first to locate a food source and then they lay a chemical compound known as pheromone on the most pertinent paths. The ants thereafter follow the pheromone trails to reach the desired destination. ACO was applied to obtain approximate solutions to many optimisation problems [68]. ACO finds its application in the domain of software testing [69]. Ayari et al. [29] proposed and applied ACO for automatic test data generation in the context of mutation testing and empirically proved that ACO gives better results as compared to Hill Climbing and the random approach.

5.1.3. Genetic algorithm (GA)

The idea of GA was initially proposed by Fraser [70] and Bremermann [71] although it was popularised by Holland and his students because of applying its concepts in the field of computer science [72]. GA starts with randomly generated populations which are then evolved using genetic operators (mutation and crossover). The evolved population is evaluated for fitness and the best performing individuals are chosen. The process continues until stopping criteria are met. GA finds its application in the software testing domain for test data generation, mutant optimisation and minimisation of test data [73].

GA was used by various researchers working in the area of SBMT, but the conducted research is varied in nature. The paragraph below presents how GA was used for the optimisation of the process of search based mutation testing in various aspects.

Bottaci [9] gave a new fitness function for GA that works in collaboration with mutation testing. The fitness function was composed of three conditions: (i) Reachability: the path followed by the execution of test case must reach the mutated statement, (ii) Necessity: the condition stated by the mutated expression must be satisfied for it to be killed and (iii) Sufficiency: the difference between the subject program and the mutated program must be propagated to the final output. This fitness function was further used by Masud et al. [28], Ayari et al. [29], Baudry et al. [23] used mutation analysis for integration testing by enhancing the test cases using GA. Baudry also applied GA for test case optimization for C# parser [24]. Emer et al. [26] developed a tool named GPTest for C++ programs for the selection and assessment of test data using fault based testing. GA was also used to address the problem of equivalent mutants in mutation testing by Adampolous et al. [27]. Masud et al. [28] proposed a model to apply GA for exposing faults by splitting the subject program into small units, hence reducing the cost and execution time of test cases. Jia and Harman [30] introduced the paradigm of higher order mutation testing and applied GA for optimization and selection amongst the huge number of higher order mutants (HOMs) from the lower order ones. Later, HOMs were extensively explored in [74]. Omar et al. [39,40] introduced search algorithms to find subtle HOMs and concluded that local search performed better than GA and the random search in finding HOMs for Java and AspectJ subject programs. Elitist GA was used by Mishra [31] for the generation of efficient test data by selecting those test cases which have already killed a large set of mutants. Domínguez-Jimenez [34] used GA for a reduction in mutants which eventually derive test cases for improving the quality of initial test cases for WS-BPEL compositions. Fraser et al. [35] also optimised test cases using mutation analysis and GA and evaluated them on 10 open source libraries. GA has also been used by [36–38] for the optimisation of the process of mutation testing.

5.1.4. Bacteriological algorithm (BA)

BA was proposed by Baudry et al. [24,75,76] and is inspired by the bacteriological adapta-
tion. This technique was particularly recommended for improving the test cases using mutation testing. It takes a set of test cases as input and makes small changes in them calling them bacteria. These bacteria are evaluated for fitness using a memorization function. The technique evolved from GA and it differs from it by two key points: introduces the memorization function for the evaluation of fitness and suppresses the crossover operator which was the cause of slow convergence in population evolution in GA.

5.1.5. Immune inspired algorithm (IIA)

Immune inspired algorithms are a class of intelligent algorithms which uses the principles associated with the immune system of vertebrates. The characteristics exploited here are related to learning and memory and they are used to solve a problem. May et al. [25] applied these characteristics for optimization of test cases and mutants. May et al. further worked on this approach [77, 78] and successfully mapped the evolutionary approach to the process of the optimised generation of test cases and mutants. The process starts by choosing initial test cases called antibodies which are evolved through multiple iterations by seeking those which are capable of killing more mutants that are referred to as antigens. The mutation score is denoted by Affinity. Figure 5 shows the search based techniques used by researchers in SBMT. It clearly shows that the Genetic Algorithm is the one which is the most frequently used by the authors.

5.2. Applications of SBMT (RQ2)

After the analysis of the 18 primary studies selected for the research, it was observed that SBMT found its application as shown below in Figure 6. Amongst the 18 primary studies, 9 were identified for their work in test case generation, 3 worked on test case optimization, 5 worked on mutant optimisation and the 2 remaining ones contributed to both test case and mutant optimisation.

5.2.1. Test data generation (TDG)

The process of TDG [2, 5] using mutation testing begins with the generation of a set of mutants and the execution of the test suite on them. Then the required test suite then iteratively collects those test cases which can kill the mutants. Since this process is computationally expensive and time consuming, search based approaches [7, 8] were applied to automate this process. As is evident from Figure 6, nine studies representing TDG were conducted. Out of these nine studies, six [9, 23, 28, 31, 35, 37] are based on GA. Ayari et al. [29] applied ACO and Papadakis et al. [10] used a variant of HC for generating test data using the process of mutation testing. The symbolic execution and concolic testing were also suggested for test data generation by making use of weak mutation testing [79]. Harman et al. [33] evaluates the application of the search based technique in general (not any specific technique) for higher-order mutation testing.

5.2.2. Test case optimization/minimization/prioritization (TCO)

The search based techniques were used for the optimized reduction or prioritization of test cases using mutation testing wherein the test cases that are capable of killing maximum mutants are considered at first hand, so that the maximum number of faults is covered with the minimum number of test cases. The search based techniques guide this search process in promising
directions yielding optimum results in less computational time. As shown in Figure 6, three studies [23, 24, 26] contributing towards TCO were identified. GA were used in [23, 26] for test case optimisation and [76] for the comparison and evaluation of GA with BA for purpose of the optimisation of test cases.

5.2.3. Mutant optimization (MTO)

The execution of a large number of mutants requires enormous computational efforts. Owing to this, a large number of program mutants needs to be optimised to obtain a reduced set of mutants to that they are capable of detecting the majority of significant plausible faults in the program under test. Figure 6 depicts five studies [27, 30, 32, 34, 38] found to implement the techniques for MTO. GA was predominantly adopted to obtain the optimised set of mutants [27, 32, 34, 38]. Jia et al. [30] evaluated GA with HC and the Greedy Approach for creation of higher order mutants.

5.2.4. Mutant and test case optimisation (TCO_MTO)

Some researchers proposed approaches to optimise mutants as well as test cases using search based techniques with mutation testing. May et al. [25] proposed the AIS technique and Oliveira et al. [36] used GA for the purpose of mutant and test case optimisation. Figure 6 depicts the categorization of primary studies in the domain of SBMT.

Figure 6 shows that despite the fact that test case generation is a domain containing more studies, most approaches in this domain were concentrated on applying the Genetic Algorithm (6 studies). Mutant optimization is another prominent area in which researchers were specially interested in, and here also GA was actively applied (6 studies). Basically, SBMT relies on the fitness function which searches for candidate solutions and on mutation testing which is mainly a quality assessment technique. Both the fitness function and the quality assessment criteria determine the level to which the approach satisfies the analysed problem at hand. Thus test case generation is the most worked upon area as it is test case generation is the prior requirement in the field of software testing.

5.3. Findings from comparison studies (RQ3)

Ayari et. al [29] proposed ACO and compared it with GA, HC and Random Search algorithms. Their preliminary results on two small programs (Triangle and NextDate) show that ACO outperformed the other algorithms in terms of mutation score and the convergence factor. Baudry et. al [23, 24, 76] introduced BA which works on a similar principle as GA, but differs from it by memorizing the efficient test cases across generations. The authors compared their work [75] with GA on 32 classes of C#. They state that BA is more stable than GA and converges faster. Jia and Harman [80] generated subsuming higher order mutants using search based techniques (GA, HC) and the greedy approach. The subsuming higher order mutants are those which are difficult to kill (detect). The authors applied the tech-
niques (GA, HC and Greedy Approach) on 10 programs and stated that GA is the most efficient among them for the generation of subsuming higher order mutants. May et. al [77] proposed a new approach (Immune Inspired Algorithm) for evolution of test data using mutation testing adequacy criteria and evaluated the efficiency of their approach on 4 programs compared with the Genetic Algorithm. They state that their approach gives better results in comparison with the others. Researchers working in the area of SBMT proposed various approaches and most of them evaluated their approach against GA.

5.4. Major challenges faced by researchers (RQ4)

The challenges faced by researchers in the field of SBMT are significantly related to those faced by mutation testing and those in SBST in general. The challenges (i)–(iv) as listed in [81,82] are those dealing with mutation testing in general. The challenges (v)–(vii) are in context with search based software testing [83] which is applicable to SBMT as well. The challenges (viii)–(xi) are the findings of this SLR. The following points address RQ4.

(i) Computational cost of executing a large number of mutants is very high.
(ii) Mutants generated from the traditional mutant operators may be trivial (easily killable).
(iii) Detection of equivalent mutants is a cumbersome task.
(iv) Checking the output of each test case for every mutant with that of the original program takes a significant amount of time.
(v) Work on SBMT has mainly focused on single objective optimisation, multi-objective test data generation is yet to be achieved.
(vi) SBMT focuses on unit structural test data generation. Other areas (non-functional, etc.) of software testing remains unexplored in this field.
(vii) Tools that qualify FiFiVerify (Find Fix and Verify) challenge [83] are missing in the domain of SBMT.
(viii) Most researchers of SBMT worked on artifacts (benchmark programs) of small size and several of those are artificial examples.
(ix) Most researchers worked independently, trying to find new SBMT techniques rather than extending or enhancing the proposed approaches of other researchers.
(x) Search techniques used in SBMT were applied mostly to single order mutants, however, less work has been carried out for higher order mutants.
(xi) Updates a few tools (like MuClipse) which are still being used by researchers of SBMT are not being updated with the optimisation standards which are used nowadays in mutation testing as per latest research.

6. Conclusion

In this paper, the results from a systematic review of search based mutation testing are presented. The following are the findings in regard to the research questions:

**RQ1**: In the 18 primary studies identified in this work, search based techniques namely HC, ACO, GA, BA and IIA were empirically evaluated in the area of mutation testing. The other search based techniques have not yet been applied in this field.

**RQ2**: Search based techniques were applied to mutation testing for test data generation, selection, minimization and optimisation and also for mutant optimization.

**RQ3**: Most researchers who proposed a new SBMT technique empirically evaluated their technique with GA. However, there is a lot of variance in the uniqueness of the identified search based techniques. Some techniques may be treated as novel at the time of their publications, while others may be considered as slight variations of already existing techniques. No technique can be said to be distinctly better than another as the programs used for empirical evaluation may not be considered as strong evidence to prove the superiority.

**RQ4**: The challenges prevailing in the area of mutation testing are pertinent to the area of SBMT along with a few more challenges. The major ones include the effort and cost entailed in mutation testing, and thus limit its application
to testing real world programs. Most techniques given by researchers are either presented in a general manner or are not sufficiently empirically evaluated to serve as a base for enabling a practitioner to choose a specific SBMT technique for given software.

The analysis of the studies collected for the 2015–2016 shows that the Genetic Algorithm is still being used most frequently by the researchers in the field of SBMT. The inclination of the interest of researchers towards Higher Order Mutation testing can also be observed. Alongwith other metaheuristics, PSO is also used for test data generation using SBMT.

The findings in the area of search based mutation testing, wrapping its application domain and the used techniques are covered here. This work identified research in the field since its evolution in the year 1976. The results of this SLR show that there is a significant research gap in the area of SBMT. Despite the fact that the research has been conducted in this area for more than 40 years, only 18 studies were segregated as primary studies out of 43 relevant studies. In addition to this, the problems in the area are still prevalent and not much work has been carried out to resolve them. Few techniques applied in the area of SBMT have been applied and tested on small programs and thus may not be scalable to the industrial needs and real software. Researchers worked independently rather than working collaboratively towards the elimination of open problems in the area. As a result, a lot of research can be carried out in the area including the work on the feasibility analysis of SBMT, applying SBMT to other programming languages, effective approaches for test data generation using SBMT, complexity analysis of approaches used in SBMT and reduction in the overall cost of SBMT.
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