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Abstract

Background: There are many studies on software development teams, but few about the interactions between teams. Current findings suggest that these multi-team systems may have a significant impact on software development projects.

Aim: The objective of this exploratory study is to provide more evidence on multi-team systems in software engineering and identify challenges with a potential impact on software quality.

Method: A non-participatory approach was used to collect data on one development project within a large telecommunication organization. Verbal interactions between team members were analyzed using a coding scheme following the Grounded Theory approach.

Results: The results show that the interactions between teams are often technical in nature, outlining technical dependencies between departments, external providers, and even clients.

Conclusion: This article hypothesizes that managers of large software project should (1) identify external teams most likely to interfere with their development work, (2) appoint brokers to redirect external requests to the appropriate resource, and (3) ensure that there are opportunities to discuss technical issues at the multi-team level. Failure to do so could results in delays and the persistence of codebase-wide issues.
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1. Introduction

Five hundred years ago, John Donne wrote that “no man is an island”. Individuals achieve great things by working together as a team. But many projects require more than an individual team to achieve success. “No team is an island” [1] would be a better description of modern project and organization management.

Teamwork has indeed long been identified as important to project success [2–4]. Teamwork in software development is no different, and software engineering research also highlighted the impacts that software development teams can have. As Watts S. Humphrey wrote, “Systems development is a team activity, and the effectiveness of the team largely determines the quality of the engineering” [5, p. 51]. Teams rarely work in isolation; teams are often interdependent of each other and must work together. Recent studies have shown the importance of these interactions between teams, whether on issues such as organization-wide knowledge sharing [6], coordination of multiple agile teams [7] or inter-team communication effectiveness [8].

This paper presents insights gained from the analysis of data collected in an exploratory study. These insights confirm the large amount of inter-team interactions, and identifies which teams were more closely connected to the development team. It also shows the role the developers play as middlemen between teams, for example between clients and testers. Finally, this study presents the importance of inter-team technical coordination, which is difficult if the organization
Table 1. Software engineering publications related to MTS in chronological order

<table>
<thead>
<tr>
<th>Ref</th>
<th>Title (publication year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[13]</td>
<td>Moving back to Scrum and scaling to Scrum of Scrums in less than one year (2011)</td>
</tr>
<tr>
<td>[14]</td>
<td>Scaling Scrum in a large distributed project (2011)</td>
</tr>
<tr>
<td>[16]</td>
<td>Coordination in co-located agile software development projects (2012)</td>
</tr>
<tr>
<td>[18]</td>
<td>Coordination in large-scale agile software development: A multiteam systems perspective (2014)</td>
</tr>
</tbody>
</table>

only supports inter-team administrative coordination (i.e. resource planning and scheduling).

The next section presents the related work (Section 2), with a focus on the organizational psychology concept of multi-team systems and how it applies to software engineering. The methodology (Section 3) presents the context of the study and how the data was collected and analyzed. The results (Section 4) presents the data analysis, while the discussion (Section 5) presents our hypotheses and limitations to the conclusions of the study. The conclusion (Section 6) summarizes the hypotheses and presents future avenues of research. Note that this paper represents an extension of a previous shorter publication [22]. Some elements of the methodology were reused here, but the results and analyses are new.

2. Related work

The current software engineering literature uses different terms to define the interactions between multiple teams: inter-team, multi-team, cross-team, etc. However, these concepts are not always clearly defined, leaving the exact interpretation to the reader. The research field of organizational psychology has fortunately studied this topic extensively, regrouping them under the umbrella of multi-team systems, or MTS [23]. The MTS are defined as:

Two or more teams that interface directly and interdependently in response to environmental contingencies toward the accomplishment of collective goals. MTS boundaries are defined by virtue of the fact that all teams within the system, while pursuing different proximal goals (e.g. writing a specific code module), share at least one common distal goal (e.g. creating a complete working software); and in so doing exhibit input, process, and outcome interdependence with at least one other team in the system [24].

Many studies have been published on single team dynamics in recent decades. Additionally, there is also a large body of knowledge on global or distributed software engineering, that is, multi-team systems spanning different sites across the globe. However, as far as we could find, there are few publications on the dynamics between co-localized teams. What should be done to make teams work together effectively within the same site at the organizational level?

What is required for success in these kinds of MTSs is coordination both within and between teams [emphasis theirs]. That is, al-
though interventions designed to create a system of strong, cohesive component teams may maximize performance at the team level, when ultimate system-level goals require synchronization between teams, more is needed. [...] MTS interventions must also address interdependencies between teams if performance across these kinds of complex systems is to be maximized [25].

Studies observing MTS in software engineering are still limited [18], with almost all studies found limited to Agile contexts and Scrum-of-Scrums meetings, as shown in Table 1. Mike Cohn, an expert on the Scrum process, recommends a specific point in the agenda of “Scrum of Scrums” meeting, his version of MTS status meetings. Cohn recommends the addition of a question saying: “Are you about to put something in another team’s way?” [26]. Cohn’s recommendation outlines the importance of MTS and the impact one team can have on another. This recommendation was used in the field within “Scrum-of-Scrums” meetings, but with limited success [7]:

Both case projects started using a model in which only one issue was discussed: impediments. However, this solution did not turn out well.[...] Both case projects still recognized the need for project-wide inter-team synchronization, but did not have any good solutions to the problem [7].

This shows that while the challenges of MTS projects are beginning to be better known, working solutions are still being tested [21].

2.1. Known challenges of MTS projects

This section presents a non-exhaustive list of challenges of MTS projects, based on what could be found in the literature. These three challenges were found to be most prevalent in the context of this study:

− Finding a compromise between team-level goals and MTS-level goals.
− Enabling effective communications and technical knowledge exchange at the MTS level,
− Planning the work at the MTS level.

One of the main MTS challenge is related to building a compromise between the objective of the local team goal and the overall goals of the MTS. In one software engineering case, the conflicting agendas of team members within different departments led to the failure of the project [13]. This challenge has a major impact on resource allocation. Organizational psychology researchers observed that “having to simultaneously work toward team-level goals along with MTS-level goals creates a demanding work environment” [25]. In software engineering, Santos et al., reached a similar conclusion. They studied knowledge sharing between teams in an Agile context [6]. They noted that the introduction of new MTS support practices requires more resources, which must be provided by the organization, otherwise the practice, and potentially the project, could fail.

Another challenge is the relative difficulty to ensure efficient communications at the MTS level, compared to communications within the team. A survey conducted by Kiani et al. noted that due to “lack of communication, almost fourth of respondents complained that work items they depended on have changed without any notification” [27]. Some basic Agile principles are also affected in MTS contexts. For example, face-to-face communications are easy at the team level, but are difficult to apply at the MTS level. It requires the organization to mix people from one team to another, which is not always possible [28]. “Boundary spanning”, ensuring communications between the frontiers of the teams, is an important challenge within MTS [16,20].

In the same vein, dissemination of technical information specific to a field of knowledge is also difficult. Local teams accumulate a significant amount of knowledge about the specific area in which they work. How can this knowledge be effectively communicated to the other teams in the MTS? If the project is particularly complex, it may also be difficult to get an overall view of the project [14]. Each team knows its own problems, which can be difficult to translate in a form understandable by other teams that might not have the same knowledge of the field.
A third challenge is related to how MTS co-
modation should be planned. Lanaj et al. found
the following.

Decentralized planning has positive effects on
multiteam system performance, attributable
to enhanced proactivity and aspiration levels.
However, [...] the positive effects associated
with decentralized planning are offset by the
even stronger negative effects attributable
to excessive risk seeking and coordination
failures [29].

The study of MTS coordination has been
identified by one study as “underdeveloped” [18].
However, MTS is a concept defined within the
domain of organizational psychology. Research
in software development already has a large body
of knowledge pertaining to inter-team interac-
tions within the domain of global and distributed
software development [30]. While a global or dis-
tributed development team is a form of MTS,
some MTS can be collocated in the same building.
The team observed interacted with other teams
which were almost all collocated within the same
building. The context of this study is therefore
different from the study of global and distributed
software development, where the issues of geo-
ographical distance and temporal distance play
a large role.

3. Methods

3.1. Industrial context

The study was performed on a large telecommu-
nications organization with over forty years of
experience in the industry. Throughout the years,
the organization has developed a large codebase,
which must be constantly updated. This study
follows one such update project. The outcomes
of this study are based on ten months of obser-
vation of a software development team involved
in a two-year project for an internal client. The
project involved a complete redesign of an exist-
ing software package used in the organization’s
internal business processes.

The technical challenge of this update project
is that it requires the modification of COBOL
legacy software, Web interfaces, mobile device
integration and multiple databases. Its purpose
is to manage work orders. To do this, it needs to
extract data from multiple sources within the en-
terprise (employee list, equipment list, etc.) and
send it to multiple databases (payroll, quality
control, etc.).

The project was a second attempt to overhaul
this complex package. A first attempt had been
made between 2010 and 2012 but was abandoned
after the fully integrated software did not work.
Because this project was a second attempt, many
specifications and design documents could be
reused. Accordingly, the development followed
a traditional waterfall process, as few problems
were expected the second time around. This sec-
ond attempt began in 2013 and was successfully
deployed during October and November 2014.

The organization has no formal MTS coor-
dination practices in place. Coordination at the
MTS level is therefore mostly tacit. This means
that when a team needs information from an-
other team, a member of the first team has to
directly contact another member of the second
team. This causes some issues at the MTS level,
because most developers in the team observed
were new to the company [31] when the project
started, and in some cases did not know who
to contact in the other teams. Despite its tacit
nature, an MTS exists. The need for coordina-
tion between the projects means that interactions
between teams are required to perform the work.

This study observes a development team of
nine members: one manager, four senior devel-
opers, two junior developers and two contract
developers. The team was formed specifically
for this project, of which seven are new to the
organization (i.e. less than five years).

Note that the nature of this MTS is different
from an MTS where several teams are working
on the same project (e.g. a Scrum-of-Scrums
development project). In the MTS observed, all
teams had different projects, with their own goals
and objectives. The development project studied
was the responsibility of a single team, the team
observed. However, to perform that project, that
team could not do it alone, and had to seek help
from other teams.
The objective of this study is to understand how a development team interacts with other external teams to do its work. Therefore, the focus is on the development team. Who does the development team need to talk to and why?

3.2. Study approach

The objective of the study was to identify the cause behind the introduction of quality problems during software development. Given the sensitive nature of problem identification within a large organization, it was decided to opt for a neutral approach. Data collection was to be performed using a non-participatory approach, to avoid organizational influence.

Data collection was limited to weekly status meetings because that is the avenue used by the organization to discuss and resolve MTS issues. Although there were certainly discussions between teams outside these weekly status meetings, the most important issues were discussed at these meetings.

A qualitative approach was chosen to better understand an area where many variables are not fully identified. The approach of this study uses the same rationale as Looney and Nissen: The present research is exploratory in nature, is not guided by extensive theory, and is approaching a “how” research question. Hence qualitative field research reflects an appropriate method [32].

3.3. Data collection methodology

This study is based on non-participant observation of the software development team’s weekly status meetings. These meetings consisted of mandatory all-hands discussions for the eight developers assigned mostly full-time to the project, along with the project manager. These meetings included, as needed, developers from related external modules, testers, database administrators, security experts, quality control specialists, etc. The meetings involved up to 15 participants, and up to five additional participants through conference calls.

The team discussed the progress made during the previous week, the work planned for the coming week and obstacles to progress. The problems raised concerned resources and technical issues. Few decisions were taken at these meetings, the purpose being to share the content of the previous week’s discussions between the different teams.

A round-table format was used, where each participant was asked to report on their activities. The discussions were open and everyone was encouraged to contribute. When a particular issue required too much time, participants were asked to set another meeting to discuss it. Meetings lasted about an hour.

The data presented in this study was collected over seven months during the last phase of the two-year project. It is based on 21 meetings held between January and July 2014. The same observer attended all the meetings and took note of who was involved in each interaction, the topic being discussed, and the outcome. A typical interaction would last between 5 and 30 seconds. The notes were then produced as quasi-verbatim transcripts.

3.4. Coding methodology

Due to the large amount of data collected, it is necessary to summarize the data obtained in order to find patterns. This summarization was performed using a coding methodology based on the grounded theory approach [33].

Coding was performed after the observations were completed, based on the meeting notes taken from February 27th, 2014 to July 31st, 2014. Since it can take time for the people observed to be used to the presence of the researcher [34], and for the researchers themselves to fully understand the domain knowledge of the project [35], the data from the first two meetings were not kept for this study.

Meetings taking place after July 31st were also removed from this analysis. These last meetings were mostly related to deployment activities and featured very little development interactions. While the analysis of the deployment activities
would be interesting, it was decided to keep the
development discipline and deployment discipline
separate, as the MTS requirements of both disci-
plines are quite different.

Coding schemes were developed following the
Grounded theory approach [33]. In summary,
coding was performed using the following steps:
1. Open coding of all entries, going over the
data as long as new codes can be added.
2. When no new codes can be added, similar
codes are grouped together.
3. Code groups are formalized into schemes.
4. Return to point (1) until no new codes are
added and no new schemes can be formed.

After multiple coding iterations, three coding
scheme emerged. The first scheme pertains to
whether the interaction observation is related to
a technical or administrative topic:

**Technical**: interactions related to technical is-
sues (requirements, bugs, data, etc.),

**Administrative**: interactions related to admin-
istrative issues (deadlines, resources, etc.).

The second scheme pertains to one of the four
types of interaction identified:

**Team demands (inputs)**: These interactions
are requests made by team members to some-
one outside the development team.

**Team commitments (outputs)**: These inter-
actions are requests made by someone outside
the development team to the team or a team
member.

**Team coordination (in-out)**: These interac-
tions are related to meetings which had or
will take place between two or more teams
on a given issue.

**Team liaison (brokering)**: These interactions
are information request to the development
team by someone outside the team. The de-
velopment team cannot answer themselves
and therefore act as knowledge brokers with
another team.

The third scheme pertains to the type of team
interacted with:

**Client teams**: These teams are responsible for
providing requirements and details on what
they need the software to do, along with vali-
dation of the final result.

**3rd party teams**: These teams represent the
3rd party library support teams, which per-
foms corrections on the software based on
the service-level agreement (SLA) their 3rd
party holds with the organization. Two inter-
nal module support teams are also included
here, as the interaction with these teams fol-
lowed a protocol similar to the interaction
with support teams outside the organization.

**Quality teams**: These teams are responsible
for quality assurance and quality control
within the organization.

**Ancillary teams within the organization**: The
organization has many departments, each
with their own expertise and technical compet-
tencies. For example, one ancillary team was
in charge of the creation and configuration
of the development and test environments.

**In-house development teams**: These teams
represent other development teams working
in parallel projects on the same codebase.

4. Analysis

Data collection returned a total of 464 topics
discussed within the 21 weekly status meetings
analysed. From these 464 topics, 294 were related
to external teams. Therefore, about 60% of all
topics discussed were related to requests to exter-
nal teams, commitments to fulfil for stakehold-
ers, and other interactions that involved external
team members.

Figure 1 presents the number of interactions
between the observed development team and all
external teams. The teams are split based on the
five team types presented in the previous section.
The closer a team is to the dark centre of Figure 1,
the more interactions they had with the observed
team, and the closer they were to them. Note
that since it was an internal development project
for an organization which does not sell software,
the actual clients of the package upgraded was
the Operations team. The Operations team is in
charge of creating and dispatching work orders.
Field workers receive the work orders and must
on occasion interact with the software. A total
of 29 different external teams were contacted during the course of the study.

Table 2 presents the results of the number of interactions with external team members according to their activities, which outlines the amount of interactions and the rationale for interaction (to answer team needs, to fulfil team obligations, etc.). While Table 2 presents the number of liaison interactions, more details are presented in Figure 2. Figure 2 shows that there are numerous administrative as well as technical interactions with all the team categories. Note that eight interactions could not be assigned to a specific team, bringing the total in Table 2 to 294 interactions.

Figure 2 shows the occurrences of liaison interactions between two teams in which the observed development team was involved. It shows that the observed team is pivotal between the client and the quality group. These interactions include requirement clarifications, but also demands by testers to ensure that the initial data in the system are validated by the clients before testing can start. More details
Table 2. Number of interactions with external teams per team category

<table>
<thead>
<tr>
<th>Team Category</th>
<th>Team Demands</th>
<th>Team Commitments</th>
<th>Team Coordination</th>
<th>Team Liaison</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tech Admin</td>
<td>Tech Admin</td>
<td>Tech Admin</td>
<td>Tech Admin</td>
<td></td>
</tr>
<tr>
<td>Client teams</td>
<td>22</td>
<td>21</td>
<td>19</td>
<td>11</td>
<td>101</td>
</tr>
<tr>
<td>3rd party teams</td>
<td>35</td>
<td>7</td>
<td>8</td>
<td>3</td>
<td>71</td>
</tr>
<tr>
<td>Quality teams</td>
<td>3</td>
<td>6</td>
<td>19</td>
<td>7</td>
<td>60</td>
</tr>
<tr>
<td>Ancillary teams</td>
<td>14</td>
<td>8</td>
<td>3</td>
<td>1</td>
<td>35</td>
</tr>
<tr>
<td>In-house teams</td>
<td>4</td>
<td>1</td>
<td>8</td>
<td>2</td>
<td>19</td>
</tr>
</tbody>
</table>

about the importance of the client/quality interactions can be found in the next section.

4.1. Interaction purpose examples

Tables 3, 4, 5 and 6 present a glimpse of the reasons through actual quotes from the development team. Each table covers one of the four types of interactions. The objective is to give an idea how a topic was associated with the appropriate interaction type and the appropriate external team.

4.2. Failure of the first iteration of the project

As stated earlier, the project observed had already been done once, but failed. A private communication with a manager who witnessed the failure of the first iteration but did not participate in the second one provides some details on the failure. According to the manager, the following factors may have caused the failure of the first iteration:

- Personality conflicts between the development team, the client teams, and the other 3rd party teams. This can be related to “Organizational Skirmish” identified by Tamburri et al. [36].
- Contractual issues between the organization and 3rd party developers. Contract negotiations dragged so long that the contracts were signed moments before the code was scheduled for production.
- Pressure from the project manager to filter interactions with the development team. This manager required that all requests had to be submitted directly to her, resulting in missed or misinterpreted messages. This can be related to the “Radio-Silence” identified by Tamburri et al. [36].
- Documentation mostly incomprehensible by anyone outside the development team. Only the client teams’ documentation could be reused as is.

While this statement is only supported by one witness, it still provides some insight as to why the project initially failed.

5. Discussion

This section discusses the results and poses three hypotheses to resolve the identified issues, along with their potential impact on quality.

5.1. First hypothesis: Identification of the critical teams and client implication

This study shows that although interactions with external teams are important, some teams are more important than others. The frequency analysis shows that the interactions of the team loosely follow a Pareto distribution. Approximately 78% of external interactions (229 of 294 interactions) are made from about 28% of all teams contacted (8 of 29 teams). Based on the data in Figure 1, the distribution of these eight teams (categories of the corresponding team in brackets) are:

1. Operations [client team]: 63 interactions.
2. Testing [quality team]: 39 interactions.
Table 3. Example quotes related to team demands

<table>
<thead>
<tr>
<th>Demands to</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client</td>
<td>“There is a problem with [the client]. We need the configuration data and we have no answer from [the client]. I did some work on this, but I cannot finish by myself.” The team had to ask the client again for the configuration data.</td>
</tr>
<tr>
<td>Ancillary</td>
<td>“Everything has been settled, except for the database configuration. We do not have the access rights [to the environment] to prepare this. [...] This configuration should be done by default! It’s like buying a car and not having a key!” The team had to ask the environment setup team for the rights to change the database configuration.</td>
</tr>
<tr>
<td>In-House</td>
<td>“We just receive an analysis from Project-G, which is about 60 pages. The analysis is very badly written and is essentially incomprehensible.” The team had to ask the Project-G team a clearer document in order to fulfil the analysis.</td>
</tr>
</tbody>
</table>

Table 4. Example quotes related to team commitments

<table>
<thead>
<tr>
<th>Commitments to</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client</td>
<td>Upper Management has approved a new project with a high priority and a very aggressive calendar. It is likely that some developers from the development team will be assigned to this new project. The observed development team must finish their current project as soon as possible, as delays will be unacceptable for upper management.</td>
</tr>
<tr>
<td>Quality</td>
<td>“What do we do if we find bugs?” Quality teams need development support during the developers’ holiday, in August. The development team cannot go on holiday all at once: someone must stay in place to correct the bugs found by quality teams.</td>
</tr>
<tr>
<td>In-House</td>
<td>The development team must replace a function so it can support true/false/maybe values. This is in order to support Project-R, developed by another team, which will be deployed shortly after their current project ends.</td>
</tr>
</tbody>
</table>

Table 5. Example quotes related to team coordination

<table>
<thead>
<tr>
<th>Coordination with</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Client</td>
<td>The development team needs the business processes from the client so they can code the appropriate functionalities. But the client expects that the development team will explain how the software will work, and therefore adjust their business process in consequence. There is confusion as to whom is responsible for providing the business processes.</td>
</tr>
<tr>
<td>3rd Party</td>
<td>The development team must discuss with Library-T support to determine which changes will be covered under the current contract and which changes will be charged extra to the project.</td>
</tr>
<tr>
<td>Quality</td>
<td>The development team pressures the testing team to start acceptance testing even though integrated testing is not finished. The testing team disagrees: the two teams will need to meet afterward in order to decide what to do. “How can I start acceptance testing if integrated testing only reach 50% success?”</td>
</tr>
</tbody>
</table>

7. Environment [ancillary team]: 17 interactions.
   While the other 21 teams have less than ten interactions each.

Therefore, project managers should try to identify the teams most likely to have an impact on the project beforehand, and ensure that communication channels with these teams are clear. In the case observed, this issue was somewhat alleviated by making the testing team sits in the same room as the developers towards the end of the project. They could not do the same with their 3rd party developers, which resulted in some serious issues. For example, communication problems with 3rd party support teams, coupled
Table 6. Example quotes related to team liaison

<table>
<thead>
<tr>
<th>Liaison between</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>From client to quality</td>
<td>The clients need to provide a description of their workflow for the testing team. The testing team are planning acceptance testing and want to design tests which reflect what the client does in its day-to-day work.</td>
</tr>
<tr>
<td>From quality to client</td>
<td>A client was assigned to the testing team in order to assist them in their work. However, the client assigned does not answer the telephone or email. The quality team needs to talk to him.</td>
</tr>
<tr>
<td>From quality to ancillary</td>
<td>The security team need access to the test environment in order to perform their tests. The Network team needs to open a port for the security team.</td>
</tr>
<tr>
<td>From in-house to quality</td>
<td>Testers need to know if they need to perform testing for the integration of Project-G within the current project. So far, the in-house team developing Project-G has not answered.</td>
</tr>
</tbody>
</table>

with poor service-level agreements (SLA), required multiple reworks of some simple change requests, each taking one month to perform [22].

The Pareto analysis shows that the clients, the Operations team, is by far the external team most contacted. However, the development project followed a waterfall approach, with fixed requirements. Why so many interactions are needed with the clients if the requirements are fixed since the beginning? Many details and subtleties became evident as the developers progressed into the project. Some requirements have emerged or have changed very late during the project. Some of these changes were client requests, but others were tasks that the client needed to do.

For example, since this project is related to the update of an old package, some of the new databases must be updated with the data already in the old package. However, a lot of the data in the old package are obsolete: dropdown menu items are no longer used; database columns are no longer filled, etc. The developers cannot know these subtleties, and rely on clients to tell them which data to port to the new package, and which data to remove. In this case, the clients did not have the resources to do this task for the developers, which leads to multiple delays.

This shows that all projects, whether Agile or disciplined, require continuous interactions with stakeholders. But while Agile principles emphasize flexibility to clients’ needs (“our highest priority is to satisfy the customer” [37]), this study shows that the clients must also be flexible to developers. Clients have obligations to fulfill. The domain knowledge of the clients was very important in this project. Some delays can be attributed to the unavailability of the client or to late responses to critical requests. The clients were required to provide many details about what the old package did, and why the old package worked that way, and on what the client wants for the new package. The clients’ technical expertise was limited, but they knew very well their workflow and how they want the future application to merge with this workflow.

For project managers, we propose that any client/provider agreement ensures that the client is willing to actively help developers. For example, the simple task of seeding a database with its initial dataset is difficult to plan ahead: it can be done once the database structure is completed, using data that is usually provided by the client. In this study, delays in obtaining clients responses have led to delays in database configuration, which caused the tests to start late, and ultimately to be shorter than planned.

Previous Agile studies have used client delegates to ensure coordination between the real client and the development teams [11, 14]. Delegation of client duties can prevent constant interruption of the workflow of developers. One study assigned each team with “a support person”.

Supporting the customer using all the solutions that the team had to provide was a critical task. This required a vast amount of knowledge of all moving pieces. Before we had the support person, the customers interrupted subject matter experts [i.e. developers] directly. The subject matter experts typically
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Figure 3. Chain of commitments between teams. White arrows indicate answers to development team demands. Grey arrows indicate team commitments that the development team must fulfill.

dealt with too many support requests and ended up context switching in and out of the tasks at hand [11].

The impact on quality in the case observed is mainly transcribed in terms of delays. The failure to provide answers in a due manner to the questions of the development team led to multiple delays. In this case, these delays cause the testing phase to be greatly reduced. In addition, some code written by 3rd parties could not be reviewed in time for delivery and was included in the codebase as-is. By the accounts of the developers themselves, a lengthy support process will be necessary post-delivery to ensure that all the issues are sufficiently smoothed out.

5.2. Second hypothesis: Developers as knowledge brokers within the MTS

Figure 3 illustrates the two-way interactions between external teams and the development team, based on the team demands and team commitments found in Table 2. For example, in the interactions between the development team and the client teams, the development team had 30 commitments (grey arrow) toward the client teams, while the client teams answered 43 demands (white arrow) from the development team.

The left hand side of Figure 3 shows the team categories with a majority of demands from the development team (large white arrows), while the right hand side shows the team categories with a majority of commitments from the development team (large grey arrows). The client teams, being fairly balanced in demands and commitments, remains in the middle. What should be seen from Figure 3 is that demands flows from the left to the right. Ancillary teams fulfil developers’ requests, so that developers can fulfil quality teams’ requests.

Here is an example taken from the interactions observed. The quality teams needed many test environments in order to perform their work (acceptance environment, load testing environment, etc.). The development team was therefore committed into building these environments and ensuring that they were coherent with the latest available versions of the package and that they were stable enough to support test activities. While they could do some of the work themselves, they needed the support of the environment setup team, an ancillary team. However, the environment setup team did not fulfill its commitment appropriately, causing a number of issues to the development team. These environmental issues cause the development team to fail in some of their commitments toward the quality teams, causing delays and ultimately, the cancellation of some of the test activities.

Some of these relationships might seem self-evident, but others might not be as well-known. As presented in our previous paper [22], managers should be wary of other projects imposing changes to the current project. Project managers should also ensure that all relevant teams (3rd party teams, ancillary teams) are ready to help the
development team. In the case presented above, many issues stemmed from poor communications between the development team and the environment team.

The role of the development team in this case is that of a broker. Developers need to redirect the requests they receive to the appropriate team. To take an analogy from the TCP/IP protocol, the development team is the default gateway for the external teams. External teams needing something related to the project will ask the developers first, which will then redirect the team to the appropriate resource when necessary.

This is especially true of the relationship between clients and testers. Clients and testers do not know how the application was built, who was contacted to code the software, what are the dependencies. They are mostly conscious on what they see on their end. When something goes wrong, their only contact is the development team. Clients and testers need some answers but do not know who to ask; developers know and must assist them.

For project managers, this study shows that testers cannot work efficiently if they are kept completely isolated from the development team. Testers need to ask many questions in order to perform their work, and these questions must be efficiently relayed to the appropriate external team. In the case studied, toward the end of the project, management had the testing team sits directly with the development team. Their goal was to diminish bug resolution times, but it also helped the testers in the setup of the different testing phases and testing environment (integration, acceptance, load, and deployment). The same can be applied to clients. While it might not make sense to put the client in contact with every relevant external team, clients’ questions can be distributed by the developers to the relevant external teams.

The need for knowledge brokers have been identified in the literature [11,25,36]. It is sometimes identified as a “coordinator role” [16].

Brokers are those individuals who link disconnected subgroups. [Another study] found that system-level coordination is achieved more efficiently when certain key individuals connect different subgroups as opposed to when all individuals are directly connected to one another. Complex MTSs may be more efficiently coordinated if certain individuals act as ambassadors by connecting their team to others within the system [25].

The question of whom to assign to the role of knowledge broker varies from study to study however. It should be someone who has a widespread knowledge of the system [10,11]. It is, however, unnecessary to have a broker between each team. As presented in the previous section, teams with a potential critical impact on the development team’s work should be identified. Knowledge brokers can therefore be assigned only for those critical teams [38]. Minor teams and modules could be more isolated from the development team under study.

The impact on quality rests on the fact that the development team does not work in isolation. There are many other teams working indirectly on the project which require adequate support to perform their work. Here are a few examples:

- Testers need to obtain real data from the clients in order to perform tests that can be relatable to what goes on in reality.
- Testers need working testing environment with an up-to-date code in order to perform adequate tests.
- Third party support teams need to know the type of tests to be performed in order to ensure that their infrastructure will support these tests (e.g. stress testing or security testing cloud storage services).

Failure to relay the needs of one external team to another can lead to the cancellation of important activities.

5.3. Third hypothesis: Managing technical and administrative interactions

Before this study, the organization managers and the development team were convinced that their meetings were mostly administrative; discussing deadlines, budget and resources. Observations proved that most of these discussions were actually technical and involved bugs, issues, design,
solutions, etc. It is therefore not surprising that most of the interactions with external teams are also technical in nature.

But this information should not be exchanged only from one manager to another. This study’s suggestion to project managers is to make sure that developers in different teams are able to talk to each other. Managers have a tendency to protect their developers from outside interference, and it is good to keep an eye on that, as this was an issue with Upper Management in this case [22]. But developers also need to be able to obtain technical information from other teams, and to plan technical solutions and strategies together.

The literature recommends a layered structure where the lower levels are able to share technical details, while the higher levels are able to share the administrative big picture [10, 11].

Cross team knowledge sharing is difficult. [...] After 1.5 year into practicing Agile, we found the best way to mitigate, is to have weekly Scrum of Scrums (S2) meetings and daily tech leads stand-up meeting. For the stakeholders, Scrum of Scrums of Scrums (S3) was very helpful to get things prioritized [11].

The impact on quality is that technical issues facing the whole codebase are not discussed anywhere. Individual teams might be aware of the issues, but without a platform to discuss and voice their concern, these issues remain latent and unaddressed. Organizations have administrative strategies, where managers discuss future plans and projects, but how many of them have technical strategies, where engineers can discuss future maintenance challenges and issues?

5.4. Threats to validity

A threat to the validity with the use of a single study is the generalizability of its conclusions. The objective of this study was however not to build a theory applicable to all software development projects, but to identify new potentially interesting practices and issues from the industry. While this study is limited to a single case, it nonetheless presents new qualitative and quantitative data showing the role of clients during development, the role of developers as knowledge brokers, and the importance of technical coordination at the MTS level.

Proper case study practices recommend triangulating the data, that is to obtain data from different approaches in order to confirm the conclusions [39, p. 97]. For instance, conclusions made through observations can be confirmed with interviews and artefact analyses. In this case, it was not possible to access any other data source, limiting the work to an exploratory study instead of a fully fledged case study. That is why the recommendations are presented as hypotheses to be tested, instead of solutions.

6. Conclusions and further works

This exploratory study shows the impact interactions within the multi team system can have on project success. Due to the single study nature of this research, future research should look into whether the three hypotheses presented herein are relevant in other cases.

1. Identify the external teams most likely to have an impact on the development project, based on a Pareto analysis and ensure proper communication channels with the most important ones. Otherwise, slow communications will cause delays during development, which might result in rush development work and shorter testing time.

2. Ensure that knowledge brokers exist within the development team to redirect requests from one external team to the proper other external team. Otherwise, some activities with an indirect impact on the development project (e.g. testing) might be in jeopardy.

3. Ensure that discussion platforms at the multi-team level are not limited to administrative issues. Technical solutions and strategies must be discussed between teams. Otherwise quality issues affecting the whole codebase could remain unaddressed.

Project managers should be aware of the impact of multi team systems on their projects.
From a disciplined, plan-driven approach, to an Agile, people-driven approach, there is a need for an integrated, organization-driven approach, where the team is integrated within its organization. Teamwork experts have recommended breaking the isolation between individuals in order to ensure that the whole team works together. We should now see if these recommendations hold at the organization level, in order to ensure that the whole organization works together. There might be no “I” in “team”. But how much place for “us” and “them” are we willing to work with within the organization?
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