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Abstract
Background: Due to the increasing complexity of embedded systems, system designers use higher
levels of abstraction in order to model and analyse system performances. STARSoC (Synthesis Tool
for Adaptive and Reconfigurable System-on-Chip) is a tool for hardware/software co-design and
the synthesis of System-on-Chip (SoC) starting from a high level model using the StreamsC textual
language. The process behaviour is described in the C syntax language, whereas the architecture
is defined with a small set of annotation directives. Therefore, these specifications bring together
a large number of details which increase their complexity. However, graphical modelling is better
suited for visualizing system architecture.
Objectives: In this paper, the authors propose a graphical modelling editor for STARSoC design
tool which allows models to be constructed quickly and legibly. Its intent is to assist designers
in building their models in terms of the UML Component-like Diagram, and in the automatic
translation of the drawn model into StreamsC specification.
Methods: To achieve this goal, the Model-Driven Engineering (MDE) approach and well-known
frameworks and tools on the Eclipse platform were employed.
Conclusion: Our results indicate that the use of the Model-Driven Engineering (MDE) approach
reduces the complexity of embedded system design, and it is sufficiently flexible to incorporate
new design needs.

Keywords: embedded systems, hardware/software co-design, STARSoC tool, UML,
model-driven engineering, Eclipse modelling project

1. Introduction

The increasing complexity of embedded system
designs calls for high level specification languages
(like StreamsC [1] or others C/C++ based ex-
tensions), and for automated transformations
towards lower level descriptions. These languages
allow to create high level models quickly, run sim-
ulations, optimize designs and investigate the ef-
ficiency of different algorithms and architectures
before generating their corresponding low level
implementations. The automatic generation of

low level implementation drastically reduces the
amount of code to be written by designers, which
saves time to market and reduces fabrication
costs compared to hand-tuned implementations
[2]. For these reasons, the design tools are widely
adopted by the embedded system designers’ com-
munity [3]. The specification of the applications
becomes easier at high abstraction levels, since
the implementation details are hidden from the
designer.

The Synthesis Tool for Adaptive and Recon-
figurable System-On-Chip(STARSoC) [4] is one
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of those design tools that allow hardware-soft-
ware co-design, design space exploration and high
level synthesis from a StreamsC textual specifi-
cation. The StreamsC language [5] permits the
modelling of the architecture and the behaviour
of a complex embedded system containing both
Hardware and Software communicating processes.
In StreamsC textual models, the architecture of
the system is defined with a collection of annota-
tion directives which are used to declare processes
and communication between them, whereas pro-
cesses’ behaviours are described in the C pro-
gramming language. Therefore, these specifica-
tions allow for gathering a lot of details (system
architecture and processes’ behaviours) which
increase their length and their complexity, and
consequently decrease their legibility.

It is well known that graphical specification
is better suited for describing the system com-
ponents and their relationships, whereas compo-
nents’ behaviours are generally expressed in tex-
tual notations (like the C programming language)
which allow their reuse as building blocks in new
designs. The optimal modelling solution consists
in combining textual notations with graphical
notations in order to accumulate their advan-
tages. Thereby, every system aspect is provided
with the most suitable view (textual/graphical).
UML Component Diagrams [6] are widely used
to define the structure of a system. A Component
Diagram provides a clear view of the organization
and the dependency among components in a sys-
tem, including their contents (source code, binary
code or executable) and their interfaces through
which they interact with one another. In this
work, the Authors propose to develop a graphical
modelling editor for the STARSoC design tool.
More precisely, it is an approach and a tool sup-
port to allow a high-level graphical specification
of embedded systems which combines the archi-
tectural and behavioural aspects of a system in
one model. The architectural aspect is expressed
with a UML Component-like Diagram which is an
adaptation of the UML Component Diagram to
the structural concepts of the StreamsC language,
whereas the behavioural aspect is specified in the
C programming language. From the graphical
specification of a system, this approach permits

to automatically generate a clean and correct
SteamsC specification. In order to achieve this
objective, it is proposed to use the Model-Driven
Engineering (MDE) [7] approachwhich is based on
meta-modelling and Model Transformations, and
to employ well-known frameworks and tools under
the Eclipse platform to in this automatic approach.

The rest of the paper is organized as follows.
Section 2 outlines the major related works. In Sec-
tion 3, some concepts of the StreamsC language
are presented. Section 4 presents the STARSoC
Tool. In Section 5, an overview of the Eclipse
Modelling Project is given. In Section 6, the
approach is presented and it is applied on an ex-
ample in Section 7. The last section concludes the
paper and gives some perspectives of this work.

2. Related works

In the literature, several research works have
been done on the automatic code generation tools
for Multi-Processor Systems-on-Chip (MPSoCs)
in order to facilitate and to accelerate the design
process.

In addition to STARSoC, there are several
code generation tools for MPSoCs which use the
textual specification of the whole system as input.
From this high level specification containing var-
ious system parameters, the tools generate a low
level description of the system and perform their
functionalities which are necessary in the design
process, such as simulation, design space explo-
ration, performance evaluation, etc. For exam-
ple, xENOC [8] is an automatic environment for
hardware/software design of Network-on-Chip
(NoC)-based MPSoC architectures. xENoC is
based on a tool, called NoCWizard which uses
an eXtensible Markup Language (XML) specifi-
cation (including NoC features, Intellectual Prop-
erties (IPs) and mapping) to generate many types
of NoC instances by using Verilog language [9].
In addition to NoC instances generation, xNoC
also includes an Embedded Message Passing In-
terface (eMPI) supporting parallel task communi-
cation. SystemCoDesigner [10] is another design
environment for high-level system modelling and
simulation, automatic design space exploration



A Graphical Modelling Editor for STARSoC Design Flow Tool Based on Model Driven Engineering Approach 11

and automatic hardware/software synthesis from
abstract model to final implementation. In Sys-
temCoDesigner, the input model is given using
SystemC textual language [11] which describes
the structural and behavioural aspects of the sys-
tem. In addition to academic environments, some
commercial design environments support the cre-
ation of MPSoCs. The most popular are Altera
System on a Programmable Chip (SoPC) [12]
and Xilinx Embedded Development Kit (EDK)
[13]. In these environments, the hardware part
description and the hardware-software integra-
tion of the final system are strongly automated
using an extensive IP cores library. Although tex-
tual notations better describe system parameters
and aspects for the design and implementation,
these notations increase the complexity of system
specifications.

On the other hand, several research works
have been proposed to adapt the UML notation
to the modelling of embedded systems. The ad-
vantage of UML is that it can be extended to
any particular domain by defining profiles which
introduce additional domain-specific modelling
concepts and constraints. In this context, many
profiles have been proposed for embedded sys-
tems design. The SysML (System Modelling Lan-
guage) profile [14] reuses a subset of UML nota-
tion and provides additional extensions needed in
system engineering. It offers graphical modelling
support for the specification, analysis, design,
verification and validation of complex heteroge-
neous systems that may combine hardware and
software components. The MARTE (Modelling
and Analysis of Real-time and Embedded Sys-
tems) profile [15] is another UML profile which
adds capabilities to UML for the development
of Real Time and Embedded Systems (RTES).
This extension provides support for specification,
design and verification/validation phases. In ad-
dition, it defines a common way of modelling
both the hardware and software aspects of sys-
tems (such as the representation of repetitive
structures) in order to improve communication
between developers. In order to cope with the
design complexities of intensive signal and image
data processing applications, the DaRT (Data-
parallelism for Real-Time) team [16] of LIFL (the

Computer Science Laboratory of Lille University,
French) developed a design flow methodology and
a tool labelled GASPARD2 [17]. Using a subset of
MARTE Profile, GASPARD2 follows the Model
Driven Architecture (MDA) [18] principles to de-
scribe systems at different level of abstractions. It
emphasizes system level co-modelling (hardware
and software), simulation, models refinement,
automatic code generation and IPs integration.
The UML-SystemC profile [19] is proposed to
take advantages of both UML and the SystemC
language. It captures both the structural and the
behavioural features of the SystemC language
and allows high level modelling of systems with
straightforward translation to the SystemC code.
In [20], the authors proposed an UML-based
design environment, called Koski, for MPSoCs
implementations of wireless sensor network ap-
plications. It provides a complete design flow
covering the design phases from system level
modelling to the FPGA (Field Programmable
Gate Array) prototyping. Note that only the rel-
evant profiles have been given here. Many other
works which combine the UML modelling with
embedded system design flow exist in the litera-
ture. However, they rarely cover all design phases
from requirement modelling to implementation
and validation.

In this work, the Authors intend to introduce
a straightforward graphical modelling layer for
the STARSoC tool. The proposed graphical mod-
elling editor increases flexibility by integrating
the UML notation (UML Component Diagram
notation) to the STARSoC input specification
language (StreamsC). Furthermore, it takes ad-
vantages of the MDE approach to rapidl design
systems and integrates new design needs.

3. StreamsC language

The StreamsC language is a parallel program-
ming language following the communicating pro-
cess model [5]. The language is a small set of di-
rectives and library functions callable from a con-
ventional C program. The directives are used
to declare three distinguished objects: process,
stream or signal, whereas the library functions
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/// PROCESS_FUN <function_name>
/// IN_STREAM <stream element_data_type> <stream_name>
/// OUT_STREAM <stream element_data_type> <stream_name>
/// IN_SIGNAL <s i g n a l element_data_type> <signal_name>
/// OUT_SIGNAL <s i g n a l element_data_type> <signal_name>
/// PROCESS_FUN_BODY
. . . . . . . . .
. . . C code . . .
. . . . . . . . .
/// PROCESS_FUN_END

Figure 1. Format of the PROCESS FUN directive

/// PROCESS <process_name> PROCESS_FUN <process_fun_name> [TYPE [ SP | HP ] ] <on_spec>

Figure 2. Format of a process directive

are used to communicate stream data between
processes. In the StreamsC programming model
a process is an independently executing object
with a process body. The process body is writ-
ten in a subset of C syntax and uses intrinsic
functions to perform stream or signal operations.
A process may be either software or hardware.
All declared processes are initiated when the
program begins and runs until their subroutine
bodies complete their tasks/functions.

In the following, the directives format is re-
called for describing processes, streams and sig-
nals that a StreamsC program uses. These direc-
tives are embedded in specially formatted blocks.
Each directive must be on one line and prepended
by “///” followed by a keyword identifying the
directive and optional parameter(s) [1].

The first set of directives describes the run
function of a process. This is the body of code
that gets executed when the associated process
is initiated. The PROCESS FUN directive gives
a name to the run function, input and output
streams and signal parameters, followed by an
optional parameter to be passed to the process
when it is initiated. After the parameter, the body
of the function appears as a normal C code, usually
containing variable declarations, stream and/or
signal communication, and computation. Finally,
a keyword directive is used to mark the end of
the run function. The format of the PROCESS
FUN directive is shown in Figure 1.

The stream and signal names can be used
within stream operations within the body of

the process. The data type of stream or signal
elements precedes the name of the stream or
signal. StreamsC provides predefined unsigned
and signed integer data types of stream or signal
elements for selected bit lengths ranging from 1
to 64. The supported bit lengths are 1, 2, 4, 6,
8, 12, 16, 18, 20, 24, 32, 40, 48, 64, 128. A sim-
ple convention is used to name these predefined
types. The signed types have the name sc_int
<bit length>. The unsigned types have the
name sc_uint<bit length>.

To describe a process to StreamsC, the PRO-
CESS directive is used. A process has an asso-
ciated run function and it is an SP (software
process) or HP (hardware process) type. If omit-
ted, SP is assumed. Figure 2 shows the format
of the PROCESS directive.

The last directive CONNECT is used to con-
nect processes via streams and signals. To con-
nect two processes, the name of one process’s
stream or signal is associated with the name of
another process’s stream or signal. In Figure 3,
the stream or signal formal parameter defined
in the PROCESS FUN directive is generically
referred to as a port. The CONNECT directive
must be specified from “source” to “destination”
(see Figure 3).

Note that the connections between processes
must be one-to-one. Broadcast patterns and
many-to-one connections are not supported.

An example of the use of these directives to
declare and connect processes is shown in Fig-
ure 4. There are two software processes called
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/// CONNECT <process_name>.<port> <process_name>.<port>
Where : <port> : := stream or s i g n a l name from a PROCESS_FUN d i r e c t i v e

Figure 3. Format of a StreamsC CONNECT directive

//
// Process Functions d e f i n i t i o n s
//
/// PROCESS_FUN setup_run
/// OUT_STREAM sc_uint4 data
/// PROCESS FUN BODY

. . . C code . . .
/// PROCESS_FUN_END
/// PROCESS_FUN f in i sh_run
/// IN_STREAM sc_uint4 processed_data
/// PROCESS_FUN_BODY

. . . C code . . .
/// PROCESS_FUN_END
/// PROCESS_FUN p_run
/// IN_STREAM sc_uint4 s t r 1
/// OUT_STREAM sc_uint8 s t r 2
/// PROCESS_FUN_BODY

. . . C code . . .
/// PROCESS_FUN_END
//
// Process d e f i n i t i o n s
//
/// PROCESS setup PROCESS_FUN setup_run
/// PROCESS p_1 PROCESS_FUN p_run TYPE HP
/// PROCESS p_2 PROCESS_FUN p_run TYPE HP
/// PROCESS f i n i s h PROCESS_FUN f in i sh_run
//
// Connections
//
/// CONNECT setup . data p_1 . s t r 1
/// CONNECT p_1 . s t r 2 p_2 . s t r 1
/// CONNECT p_2 . s t r 2 f i n i s h . processed_data

Figure 4. CONNECT directives example

setup and finish, and two hardware processes
which are instances of the p process. The first
instance of the p process (p_1) receives stream
data from the setup process. The second instance
of the p process (p_2) receives data from the
previous instance and outputs data to the finish
process.

4. STARSoC design tool

STARSoC [4] is a framework for hard-
ware/software co-design, design space explo-
ration and rapid prototyping on an FPGA

(Field Programmable Gate Array) platform for
Multi-Processor Systems on Chip (MPSoCs).
The overall design flow of the STARSoC tool
is summarized in Figure 5.

The design methodology in the STARSoC
tool starts from a global model of an applica-
tion which is a set of communicating processes
described in the StreamsC textual language. In
the StreamsC model, a process may be either
a software process (SP) or a hardware process
(HP). Software and hardware processes represent
the software and hardware part of the system, re-
spectively. The hardware and software partitions
are defined by the user. Note that this design
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Figure 5. STARSoC design flow [21]

flow is based mainly on reusing open source Intel-
lectual Properties (IPs) for both hardware and
software parts.

After hardware-software partitioning, the
hardware part is synthesized in Register-Transfer
Level (RTL) re-using the StreamsC compiler [22].
In addition, the hardware interface allowing the
two partitions, i.e. hardware and software, to
communicate is also generated in the RTL code.
The obtained RTL code is then downloaded to
the FPGA. The software part will be compiled
and re-instrumented to generate the machine
code of the software processes. This machine
code is then downloaded into the program mem-
ory of each available processor in the gener-
ated MPSoC platform. As a result, STARSoC
generates a bus-based MPSoC platform from
a high-level application specification.

Before building a prototype for an applica-
tion, the STARSoC performs a hardware/soft-
ware co-simulation to validate the behaviour for
both hardware and software components and
also the interaction between them. In addition,
co-simulation permits the performance analy-
sis and rapid exploration of several solutions
containing different descriptions of the system
components. For this purpose, The STARSoC
tool uses Transaction-Level Modelling (TLM)
framework [23] which is commonly used for the

fast simulation and design exploration of a com-
plex System on Chips (SoCs) at several levels
of abstraction and detail. TLM proposes four
well-defined transaction level abstraction mod-
els that can be independently validated, simu-
lated and estimated. In these models, the ap-
plication is represented as a set of communi-
cating processes where the communication and
the computation are explicitly separated. These
processes perform computations and communi-
cate with other processes through an abstract
channel.

On the basis of the specification model which
describes system functionality without any ar-
chitecture details (obtained from process codes),
the STARSoC tool performs co-simulation by
using the following TLM model levels shown in
Figure 5:
– PE-assembly model: it is made up with mul-

tiple processing elements (PEs) connected by
channels.

– Bus-arbitration model: it represents a refined
PE-assembly model in the communication
part.

– Cycle/time-accurate computation model:
It contains cycle accurate computation
and approximate-timed communication.
This model can be generated from the
bus-arbitration model.
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The advantage of this approach is that it
allows designers to exploit the platform at the
earlier stages of the design flow.

5. Eclipse modelling project –
overview

The Eclipse Modelling Project [24] is a collection
of frameworks and tools for the Model Driven
Engineering on the Eclipse platform. In short,
they provide a wide range of solutions for vari-
ous aspects of model driven development, from
language definition, generative development of
language editors to code generation as well as
model verification and validation [25]. In the fol-
lowing, some of the tools from Eclipse Modelling
Project that have been used in this work are
introduced. These tools are specifically recom-
mended as a basis for developing a graphical
editor for the STARSoC tool.

5.1. Eclipse Modelling Framework
(EMF)

The Eclipse Modelling Framework [26] forms the
basis for all Eclipse Modelling Project tools. It
represents the modelling framework and the code
generation facility for specifying meta-models
and managing model instances. More precisely,
EMF includes its own meta-modelling language
called Ecore which is used for defining the ab-
stract syntax of modelling languages [27]. From
a modelling language specification defined by
the Ecore meta-model, EMF generates a sim-
ple tree-based editor that enables viewing and
editing the instances of the modelling language.
In addition, EMF comes with a set of related
frameworks for validating models, creating and
executing queries against EMF models as well as
model transactions.

5.2. Graphical Editing Framework
(GEF)

Although EMF is able to generate tree-based edi-
tors for model instances of existing meta-models,
these editors do not suffice since models are

better rendered in a true graphical way. The
Graphical Editing Framework [28] provides tech-
nology to aid developers in creating rich graph-
ical editors, which are not easily built using
native widgets found in the base Eclipse plat-
form. It contains the entire set of tools to de-
fine a graphical concrete syntax for each entity
of the meta-model according to its appropriate
graphical notation. In addition, GEF employs
a Model-View-Controller (MVC) architecture
which is used to interconnect the graphical part
of an editor with the model elements. Thereby, it
permits changes to be applied to the model from
the view [25]. Although EMF and GEF can be
used separately, building a graphical editor re-
quires both of them. In this sense, GEF provides
the graphical support required for building a di-
agram editor on the top of the EMF framework.

5.3. Graphical Modelling Framework
(GMF)

The Graphical Modelling Framework [29] pro-
vides a generative component and runtime infras-
tructure for developing graphical editors based on
EMF and GEF. In other words, it provides a gen-
erative bridge between the EMF (that allows the
meta-model definition) and GEF (a lightweight
graphical framework, based on MVC architec-
ture) to help developers creating enhanced graph-
ical editors [25]. Using this framework, one can
define graphical notations for existing EMF
meta-models.

5.4. Acceleo language

Acceleo is a model-to-text transformation frame-
work that generates text from models [30]. It has
been in development since 2006, and was incorpo-
rated into the Eclipse M2T project in 2009 [24].
Its purpose is to implement code generators with
an easy to use language (according to Object
Management Group’s MOF model to text trans-
formation language standard [31]) and a good
enough tool support (IDE, syntax highlighting,
error reporting and debugging features). An Ac-
celeo program requires a meta-model and a model
compliant with this meta-model, from which it
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generates a text or a code. The meta-model and
the model are defined using the EMF framework,
which makes Acceleo compatible with other tools
based on EMF.

The Acceleo language is a template based
approach wherein the text or code to be gener-
ated from models are specified as a set of text
templates that are parameterized with model el-
ements. More precisely, Acceleo scans the source
model according to its meta-model and defines
a textual template in the relevant syntax for
each text fragment to be generated. The vari-
able parts in the text fragment are specified
over model elements. An advantage of this sit-
uation is the fact that the structure of the Ac-
celeo templates will directly reflect the struc-
ture of the generated text. Thus, the destina-
tion text is directly generated, with no need for
post-processing. The main feature of Acceleo is
that the generated text is mixed with Acceleo
syntax.

6. Graphical modelling editor for
STARSoC

As it was mentioned earlier, the STARSoC tool
starts from a StreamsC textual specification
which consists of the architecture and behaviour
of a complex embedded system. Gathering all
system aspects in StreamsC textual specifications
increase their complexity, decrease their readabil-
ity, and make their understanding and mainte-
nance more difficult. To remedy this, the authors
propose to develop a graphical modelling editor
for the STARSoC design tool which combines
the architectural and behavioural aspects of the
system in one model. The architectural aspect is
expressed with a UML Component-like Diagram
serving this purpose, whereas the behavioural
aspect is specified in the C syntax. From this
whole model, the StreamsC specification can be
generated and all STARSoC design flow activities
can be performed.

This section provides the outline of, the pro-
cess of building the proposed graphical modelling
editor using the well-known frameworks defined
in MDE approach on the Eclipse platform. The

presented approach consists of a process with
two steps:
1. The first step consists of specializing UML

Component Diagram [6] into StreamsC struc-
tural concepts. For this purpose a meta-model
for the specialised UML Component Dia-
gram is proposed and a graphical modelling
editor is built according to the proposed
meta-model.

2. The second step encompasses defining the
code generation of StreamsC specification. In
order to obtain the automatic and correct
process of the code generation, the authors
propose to use an Acceleo template language
to define and implement the transformation.

6.1. Specializing UML Component
Diagram into StreamsC structural
concepts

To define a new modelling language or to extend
and adapt an existing one, it is necessary to
provide an abstract syntax (i.e. a meta-model de-
noting constructs, their attributes, relationships
and constraints) as well as concrete graphical
syntax information (the appearance of constructs
and relationships in the graphical editor). In this
work, the authors prefer to adapt an existing
modelling language rather than to develop a new
modelling language for specifying systems on the
STARSoC tool.

Since StreamsC specification consists of a set
of communicating parallel software and hardware
processes described with a high level textual lan-
guage and each process may be linked to a con-
nector by an input port or an output port, the au-
thors propose a modelling language adapted from
UML Component Diagram [6] which meets ad-
ditional needs for specifying embedded systems.
UML Component Diagrams are widely used to
define the architecture and the structure of a sys-
tem. A Component Diagram shows components,
their contents (source code, binary code or exe-
cutable one), required interfaces, ports and rela-
tionships between them. For this purpose, the au-
thors proposed to meta-model the structural as-
pect of StreamsC language expressed in the UML
Component-like Diagram with the meta-model
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Figure 6. Proposed meta-model in Ecore

shown in Figure 6. In EMF, a meta-model is
created and defined in the Ecore format, which
is basically a sub-set of UML Class Diagrams.
The proposed Ecore model is composed by the
following classes:

The Application class (attribute name: name)
represents the application. It contains all the ele-
ments used in the application which are process
function definitions (ProcessFun), process defi-
nitions (ProcessCall) and connections between
processes (Connector). The containment rela-
tions between the Application class and these
elements are specified with Composition relations
as shown in Figure 6.

The ProcessFun class represents the run func-
tions of processes. It has a String attribute named
FunCode containing the function code that gets
executed when the associated process is initiated.

The ProcessCall class represents initiated pro-
cesses in the application. Each process has an
associated run function which is specified with
an Instanceof association, and a ProcessType
attribute to indicate the type of the process. The

ProcessType attribute takes its value from Pro-
cessType enumeration class which is SP (Software
Process) or HP (Hardware Process).

The Connector class represents the connec-
tions between processes via Ports. A connector
has two associations with two other classes called
OutputPort and InputPort, which are sub-classes
of the Port class.

The OutputPort class describes the output
ports of source processes, whereas the InputPort
class represents the input ports of destination
processes. OutputPort and InputPort classes in-
herit two attributes from the Port class: the name
of the port and the data type of the stream or
signal which takes its value from the DataType
enumeration class.

In addition, OutputPort and InputPort
classes are contained in the Process class which is
the abstract class of ProcessFun and ProcessCall
classes.

Despite its expressiveness, Ecore cannot cover
all modelling constraints for a modelling language
using only graphical elements. Usually, OCL is
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Figure 7. Corresponding OCL invariants of the rules

employed to define additional constraints as the
so-called well-formedness rules. These rules are
implemented in OCL as invariants which are
attached to meta-model classes in order to de-
scribe properties that should always be satisfied
for every model. Thus, the invariant constraints
are defined on the meta-model and validated on
the model level using the EMF Validation Frame-
work [32]. By introducing the OCL invariants for
meta-model classes, a modelling language is more
precisely defined leading to models with higher
quality.

For this purpose, the proposed Ecore model
was enriched with three OCL invariant con-
straints. These invariants allow the user to check
the correctness of the described models with re-
spect to their construction rules as stated in the
StreamsC language. In the following part, these
rules are described in a natural language, and

subsequently the corresponding OCL invariants
in the OCLinEcore text editor [33], which embeds
the OCL expressions directly into Ecore models
by annotating the relevant classes, are shown in
Figure 7.

Rule 1: The two end ports of the Connector
must have the same data type to assure their
compatibility.

Rule 2: ProcessCall must have the data type
of the input port as declared in the input port
of its corresponding ProcessFun.

Rule 3: ProcessCall must have the data type
of the output port as declared in the output port
of its corresponding ProcessFun.

EMF from the proposed Ecore model was
used to generate a simple tree-based editor for
the modelling language that enables editing and
viewing model instances. To develop its graphical
modelling editors, both GEF and GMF were used
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Figure 8. Graphical concrete syntax definition

to define the Graphical model and the Tooling
model and Mapping model, respectively.

The Graphical model defines the concrete
syntax of the modelling language according to
their appropriate graphical notations. It includes
information related to the graphical elements
(i.e. nodes, labels, connections and decorations
for connection ends) that will appear in the ed-
itor. The Graphical model contains also a Fig-
ure Gallery that contains figures which are used
to define shapes. The elements that define the
nodes, connections and labels are under the Fig-
ure Gallery root in the graphical model. Figure 8
shows the graphical definition model for the pro-
posed Ecore model. For example, the ProcessCall
node uses the rectangle shape defined under Pro-

cessCallFigure Figure Descriptor. The rectangle
sizes, colours, borders and labels are described
separately as rectangle attributes. Similarly, each
node element of the Ecore model references the
corresponding Figure Descriptor.

The Tooling model defines the toolbar, menus
to be used and other periphery to facilitate the
management of the model content in the ed-
itor. The main focus of the Tooling model is
the toolbar definition. The toolbar is defined
within a Palette and contains Tool Groups which
contain the Tools. In Figure 9, the Tooling def-
inition model for this editor consists of three
Tool Groups, namely Processes, Ports and Con-
nectors. The Processes Tool Group contains the
ProcessFun and ProcessCall tools for creating the
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Figure 9. Tooling definition model

Figure 10. Mapping definition model

ProcessFun and ProcessCall elements. The Ports
Tool Group includes InputPort and OutputPort
tools for creating the Input Port and Output
Port elements. The last tool group concerns the
creation of Connectors in the models.

The Mapping model maps graphical elements
from the graphical definition model and creation
tools from the tooling definition model to the
language constructs from the meta-model. The
Mapping model consists of several Top Node Ref-
erences, each of which contain one Node Mapping.
The Node Mapping is used to map an element
in the graphical model to both the construct
in the meta-model and to the creation tool. In
addition, it is within the Node Mapping that
the Label Mappings and Child References are
defined. Label Mappings map a Diagram Label
in the graphical model to an attribute in the
meta-model class that is referenced by the en-
closing Node Mapping. Child References allow

meta-model elements to have children, where
each child contains an inner Node Mapping. In
addition to Top Node References, Link Mapping
is used to specify information about a link. It
contains information about a source feature, tar-
get feature, graphical representation, creation
tool, and many other properties. For instance,
according to the mapping model in Figure 10,
ProcessCall elements (Fig. 6) are created by
means of the Creation Tool ProcessCall (Fig. 9)
and the graphical representation for them is the
ProcessCall Figure definition (Fig. 8). For each
ProcessCall the corresponding “name” and “Pro-
cessType” attributes are also visualized because
of the specified Feature Label Mappings which
relate the attribute “name” (resp. the attribute
“ProcessType”) of the ProcessCall class with the
diagram label ProcessCallName (resp. Process-
CallProcessType) defined in the graphical defini-
tion model.
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Figure 11. Generated editor for STARSoC

Finally, the Mapping model is transformed
into a diagram generator model from which a di-
agram editor can be generated. Figure 11 shows
the graphical modelling editor generated form
EMF and GMF models defined for specifying
systems on the STARSoC design tool. The edi-
tor shows the graphical elements in the diagram
and the tools in the palette. Furthermore, GMF
provides more advanced features such as anno-
tating, zooming and layouting for the generated
editor. The properties of a graphical element can
be accessed through the properties view.

6.2. Code generation of StreamsC
specification

The next step is the transformation of the graph-
ical specification of a system into its equivalent
StreamsC specification using the Acceleo trans-
formation language. In order to do that, the pre-
ceding transformation was composed with a set of
Acceleo templates (see Figure 12) that traverses
the elements of the source model (instances of
meta-models) and generates the corresponding
StreamsC code.

The first Acceleo template ToStreamsC (App :
Application) is the main template. It creates the
file of the StreamsC specification and takes the
only instance of the Application class which con-
tains all model elements as a parameter. Using
this parameter (App), it scans the contained

elements and for each element type produces
the corresponding StreamsC code. To achieve
this, the ToStreamsC template uses three others
templates defined for the ProcessFun, Process-
Call and Connector meta-model elements. For
example, the template GenProcessFun(pf : Pro-
cessFun) takes ProcessFun pf as a parameter
and writes the run function description of pf,
which contains the PROCESS_FUN directive,
the name of the run function, the input and the
output streams, the body of the function and the
PROCESS_FUN_END directive, to the output
file.

7. Case study

To evaluate the practical usefulness of the pro-
posed graphical editor, a simple application of
image processing involving the horizontal edge
detection of an image of 256 X 256 pixels coded
out of 8 bits was considered. The edge detection
is a preliminary step in most image processing
techniques. Figure 13 presents the model created
in this editor.

The application is defined through two differ-
ent processes. The first one is a software process,
it allows to send the original image, through
its output stream, in the direction of the input
stream of the second process which is a hardware
process. The hardware process performs edge
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[ comment encoding UTF−8 / ]
[ module generate ( ’ http ://STARSoc / ’ ) ]
[ template pub l i c ToStreamsC (App : App l i ca t ion ) ]

[ comment @main / ]
[ f i l e (App . name . concat ( ’ . sc ’ ) , f a l s e , ’UTF−8 ’)
/∗______[ App . name / ] .sc________________________________________

Automatica l ly generated streamsc s p e c i f i c a t i o n
____________________________________________________________∗/
//
// Process Functions d e f i n i t i o n s
//
[ f o r ( processFun : ProcessFun | App . ContainsProcessFun ) ]
[ GenProcessFun ( processFun ) / ]
[ / f o r ]
//
// Process d e f i n i t i o n s
//
[ f o r ( p r o c e s s C a l l : Proce s sCa l l | App . Conta insProces sCa l l ) ]
[ GenProcessFun ( p r o c e s s C a l l ) / ]
[ / f o r ]
//
// Connections
//
[ f o r ( connector : Connector | App . ContainsConnectors ) ]
[ GenConnector ( connector , App ) / ]
[ / f o r ]
[ / f i l e ]

[ / template ]

[ template p r i v a t e GenProcessFun ( pf : ProcessFun ) ]
/// PROCESS_FUN [ pf . name / ]
/// IN_STREAM [ pf . HasInputPort . DataType / ] [ p f . HasInputPort . name/
/// OUT_STREAM [ pf . HasOutput Port . DataType / ] [ p f . HasOutputPort . name / ]
/// PROCESS_FUN_BODY
[ pf . FunCode / ]
/// PROCESS_FUN_END

[ / template ]

[ template p r i v a t e GenProcessCal l ( pc : Proce s sCa l l ) ]
/// PRoCESS [ pc . name / ] PROCESS_FUN [ pc . InstanceOf . name / ] TYPE [ pc . ProcessType / ]

[ / template ]

[ template p r i v a t e GenConnector ( c : Connector , App : Appl i ca t ion ) ]
/// CONNECT
[ f o r ( pc : Proce s sCa l l | App . Conta insProces sCa l l ) ]

[ i f ( pc . HasOutputPort=c . FromOutputPort ) ] [ pc . name / ] [ / i f ]
[ / f o r ]
. [ c . FromOutputPort . name / ]
[ f o r ( pc : Proce s sCa l l | App . Conta insProces sCa l l ) ]

[ i f ( pc . HasInputPort=c . ToInputPort ) ] [ pc . name / ] [ / i f ]
[ / f o r ]
. [ c . ToInputPort . name / ]

[ / template ]

Figure 12. Acceleo templates for StreamsC code generation
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Figure 13. Graphical specification of the application

detection image and returns the resulting image
to the software process.

The edge detection algorithm calculates the
absolute value of the difference between two con-
secutive pixels arriving on the data bus of the
input streams. The equation of the horizontal
edge detection filter is as follows:

y(x) = |x(n)− x(n− 1)| (1)

Only one hardware process is sufficient to
perform this calculation. The algorithm of hor-
izontal edge detection is described below (see
Figure 14).

Its equivalent StreamsC description is gen-
erated from the graphical specification of the
application. To generate StreamsC specification
in this approach, it is necessary to execute the
Acceleo template defined in the previous section.
The automatic generated file Essai.sc, which con-
tains the specification, is shown in Figure 15.

This StreamsC specification of the whole ap-
plication is the basis on which all STARSoC de-
sign activities can be performed. Figure 16 shows
the development environment for STARSoC tool.

8. Conclusion

The paper presents some attempts to improve
the STARSoC design tool by taking advantage
of the Model Driven Engineering techniques.
More precisely, Eclipse Modelling Project frame-

works and tools (EMF, GEF, GMF, Acceleo,. . . ),
which follow the principles of MDE approach,
were used to develop a graphical editor for the
STARSoC design tool. This editor supports the
graphical editing of embedded system models
in terms of UML Component-like Diagram and
generates the StreamsC textual specifications
of these models. The adapted UML Compo-
nent Diagram is defined in accordance with
the embedded system design needs using the
Ecore model, whereas the transformation pro-
cess is defined and executed using the Acceleo
framework. The resulting StreamsC specifica-
tions are used to perform all STARSoC de-
sign tool activities, such as hardware/software
co-design, design space exploration and high level
synthesis.

According to the authors this approach is suf-
ficiently flexible to incorporate new design needs.
Due to the employed Eclipse Modelling Project,
revisions of the meta-model almost automatically
yield an updated editor and the generation of
a text or code is supported as the coding of each
meta-model element is analysed separately.

Future work plans encompass the use and
adaptation of some UML behavioural diagrams
in order to depict the behavioural features of
embedded system processes. These behavioural
diagrams will be used to automatically generate
process codes. One promising direction is to com-
bine existing UML profiles for embedded systems
design, such as SysML and MARTE profiles. This
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sc_uint8 data_in , data_out , x , y ;
sc_stream_open ( input_stream ) ;
sc_stream_open ( output_stream ) ;
whi l e ( ! sc_stream − eos ( input_stream ) ) {
#pragma SC p i p e l i n e
data_in = sc_stream_read ( input_stream ) ;
sc_stream_write ( output_stream . data_out ) ;
y = x − data_in ;
x = data_in ;
I f ( y >= 0) { data_out = y ; }
Else { data_out = y ∗ ( −1); }
}
sc_stream_close ( input_stream ) ;
sc_stream_close ( output_stream ) ;

Figure 14. Horizontal edges detection algorithm

Figure 15. Generated StreamsC specification
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Figure 16. The development environment for STARSoC tool

combination is possible since most of the profiles
are focused on the process paradigm.
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Abstract
Background: Software development productivity is widely investigated in the Software Engi-
neering literature. However, continuously updated evidence on productivity is constantly needed,
due to the rapid evolution of software development techniques and methods, and also the regular
improvement in the use of the existing ones.
Objectives: The main goal of this paper is to investigate which factors affect productivity. It
was also investigated whether economies or diseconomies of scale exist and whether they may be
influenced by productivity factors.
Method: An empirical investigation was carried out using a dataset available at the software
project repository ISBSG. The major focus was on factors that may affect productivity from
a functional point of view. The the conducted analysis was compared with the productivity data
provided by Capers Jones in 1996 and 2013 and with an investigation on open-source software by
Delorey et al.
Results: This empirical study led to the discovery of interesting models that show how the
different factors do (or do not) affect productivity. It was also found out that some factors appear
to allow for economies of scale, while others appear to cause diseconomies of scale.
Conclusions: This paper provides some more evidence about how four factors, i.e., programming
languages, business areas, architectural types, and the usage of CASE tools, influence productivity
and highlights some interesting divergences in comparison with the results reported by Capers
Jones and Delorey et al.

Keywords: effort, function point, empirical study, ISBSG dataset, factors, development,
productivity

1. Introduction

Productivity is one of the crucial aspects in soft-
ware development, as it is intrinsically related to
software costs. Improvements in software develop-
ment productivity may come from the industrial
use of novel techniques constantly introduced
in Software Engineering. Also, software devel-
opment productivity may improve because of
the ever increasing knowledge and experience
acquired on existing software engineering tech-
niques, which, in addition, are becoming more
and more consolidated over time. However, it
needs to be checked if this potential improve-

ment in productivity actually takes place and, if
so, to what extent and under what conditions,
so that conditions favoring productivity can be
created and maintained in the software industry.

Many factors are believed to significantly in-
fluence productivity [1], so identifying relation-
ships between factors and productivity is no sim-
ple matter. In addition, Software Engineering is
still a relatively recent discipline and its empirical
laws still need to be accurately described and
validated. Moreover, Software Engineering is very
human-intensive, thus productivity is certainly
affected by factors that may not be easy to quan-
tify and control. The human-intensive nature of
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software development may also imply that there
are intrinsic limits to potential improvements in
productivity.

This paper reports on an empirical study
which was carried out to investigate whether
and to what extent productivity is influenced
by a number of factors, namely, the primary
programming language used to develop each soft-
ware project, the business area addressed by the
project, the architectural type adopted by the
project, and the use of CASE (Computer-Aided
Software Engineering) tools. It was also inves-
tigated whether economies or diseconomies of
scale (i.e. the cost disadvantages that companies
accrue due to an increase in company size or
output resulting in the production of services at
increased per-unit costs) may exist and whether
they depend on the factors that influence pro-
ductivity.

The data used in this empirical study
came from projects in the ISBSG (Inter-
national Software Benchmarking Standards
Group)1 dataset [2], one of the most extensive
datasets containing data on software develop-
ment projects, and especially effort data, span-
ning 25 years. The ISBSG dataset contains data
from a few thousand projects. Even though this is
a fairly large amount of data, the ISBSG dataset
represents a limited sample of the software de-
velopment projects that have been and still are
being carried out worldwide. Moreover, its data
are provided on a voluntary basis by different
types of software developers. As a result, ISBSG
data may be only partially representative of all
current software development practices. At any
rate, ISBSG data are about projects with the
same or similar characteristics as a fairly large
part of current software development projects.

The main focus was on productivity from
a functional point of view, so the functional size
of product is measured (in Function Points [3,4]),
rather than the physical size (e.g. measured in
Lines of Code – LoC).

The set of factors investigated in this paper
extends the set of factors studied in the authors’
previous work [5], in which they were only inter-

ested in understanding the effect of the primary
programming language on software productivity.
In the work documented in this paper, more fac-
tors are investigated, as described in the following
research question.
RQ1: Which factors influence productivity?
Specifically: Does the primary programming lan-
guage factor affect productivity (i.e. does pro-
ductivity increase or decrease with the adopted
programming language)? Does the business area
factor affect productivity? Does the type of ar-
chitecture factor affect productivity? Does the
use of CASE tools affect productivity?

Also, the following additional research ques-
tion, related to whether a factor may determine
software development economies or diseconomies
of scale, are addressed here.
RQ2: Which factors influence economies and dis-
economies of scale? Specifically: Does the choice
of the primary programming language determine
a relation between size and development effort
characterized by economies (or diseconomies) of
scale? Similarly, do the business area, the type of
architecture or the use of CASE tools determine
a relation between size and development effort
characterized by economies (or diseconomies) of
scale?

Several different analyses were carried out.
Firs a “naïve” analysis was carried out, by look-
ing at the mean, median, and variance of the pro-
ductivity for the projects in the ISBSG dataset
and assessing differences across different sub-
sets of projects, grouped according to the pro-
gramming language and the other factors men-
tioned above. Then the productivity level of each
programming language was compared with the
data reported by Capers Jones [6, 7] and De-
lorey et al. [8], to investigate whether our pro-
ductivity data are aligned with these reference
data. To investigate the existence of economies
and diseconomies of scale, regression models
that correlate size and effort for each value of
a productivity-influencing factor were built to
highlight the dependence of productivity on size
[1, 9] (see Section 7). All of the analyses done
in the paper address both the complete ISBSG

1Most of the Repository Field Descriptions of the ISBSG dataset are available at: http://isbsg.org/2016/04/06/what-
you-can-find-in-the-2016-r1-isbsg-development-enhancement-repository/.
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data set and the “new development” and “en-
hancement” projects subsets separately.

The main contributions of our work with re-
spect to the existing literature mainly lie in the
fact that our study:
– is based on the analysis of a large, public

dataset, namely the ISBSG dataset;
– provides up-to-date indications by analyzing

recent software project data;
– addresses several factors that are believed to

affect productivity;
– uses a rigorous statistical approach.

The remainder of the paper is organized as
follows: Section 2 describes the analysis method
used. Sections 3–6 report the analysis of produc-
tivity versus the considered factors. Section 7
discusses how each factor may contribute to the
software development of economies of scale or
diseconomies in software development. Section 8
lists possible threats to the validity of this work.
Section 9 reviews related work. The conclusion
are presented in Section 10.

2. Analysis method

2.1. Software development productivity

The adopted definition of productivity was very
simple: the functional size of software developed
divided by the amount of effort employed in the
development process.

Productivity = Size of developed software
Software development effort

In this paper, the preferred size measures are the
functional ones, mainly the Unadjusted Func-
tion Points (UFP) [4], although occasionally the
lines of code (LoC) were used to compare these
findings with those of other authors who used
LoC measures. The amount of effort spent on
developing software is given by the total number
of person-hours or person-months spent in the
development process.

2.2. The ISBSG dataset

The study reported here is based on the analysis
of data from the ISBSG dataset release R12 [2].

The ISBSG dataset supports the definition of pro-
ductivity given above. Specifically, many of the
projects in the ISBSG dataset were measured by
means of IFPUG (International Function Point
Users Group) Function Points [4] or other essen-
tially equivalent functional size measures, like
NESMA (Netherlands Software Metrics users
Association) Function Points [10]. The ISBSG
dataset also contains development effort data,
normalized to take into account possible differ-
ences in development processes.

The ISBSG dataset provides several product
and process measures and characteristics that
can be useful in a productivity study [11]. Among
these, the programming language, the business
area, the architecture and the usage of CASE
tools are considered and analysed as factors that
may affect productivity in this paper.

To study the effect of these factors on pro-
ductivity, the authors selected and grouped data
samples concerning projects with the same pro-
gramming language, business area, architecture,
or decision whether to use CASE tools.

2.2.1. New developments vs. enhancements

The ISBSG dataset contains data concerning
both new developments and enhancements of
software projects. To deal with enhancements, it
is necessary to take into account the following
issues.
– The size of an enhancement is defined dif-

ferently than the size of development from
scratch, as their measurement processes are
different [12].

– The size of an enhancement in Function
Points actually measures the size of the part
of application in which the change occurs, not
the size of the change [4, 12]. For instance,
the introduction ofa new transaction has the
same size as making a small change in an
existing transaction, provided that the two
transactions have the same complexity.

– A model stating that Effort = f(functional
size of the enhancement) is, therefore, a sim-
plification since enhancement effort depends
on both the size of the change and the over-
all size of the product being changed. For
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Table 1. New development projects from the ISBSG
dataset: descriptive statistics

Size Effort Productivity
[UFP] [PH] [UFP/PH]

Mean 616 6766 0.176
Median 322 3226 0.110
Stdev 776 10497 0.253
Min 51 320 0.006
Max 7400 134211 3.960

Table 2. Enhancement projects from the ISBSG
dataset: descriptive statistics

Size Effort Productivity
[UFP] [PH] [UFP/PH]

Mean 293.7 4073.5 0.1
Median 167.5 2188 0.079
Stdev 403.7 6479.6 0.1
Min 50 322 0.004
Max 7134 109271 1.5

instance, after an enhancement, a system test
must be carried out, and the effort required
for this type of testing is related to the entire
application size, rather than the size of the
enhancement alone. Unfortunately, building
a model of the Effort=f(functional size of the
application, functional size of the enhance-
ment) type is not possible, since the ISBSG
database does not provide the sizes of the
enhanced applications,only the size of the
enhancements.

Because of the differences in the development
from scratch and enhancement processes, the
effects of programming languages, business areas,
architectural types, and usage of CASE tools are
investigated on new developments and enhance-
ment projects separately.

2.2.2. Data selection

Not all ISBSG projects were suitable for this
analysis. Data samples were selected according
to the following criteria:
– Only projects measured in IFPUG or NESMA

FP and provided with both size and effort
data were selected.

– Only data concerning projects with a speci-
fied primary programming language, business
area, architecture, and usage of CASE tools
were selected.

– The projects in the ISBSG dataset are char-
acterized by different quality levels. The se-
lected projects had their data quality rated ‘A’
or ‘B’, i.e., those with good quality of data in
the ISBSG dataset. Similarly, the UFP rating
(i.e. quality of functional size measurement)
of the selected projects was ‘C’ or greater.

This is consistent with the previous studies
of the ISBSG dataset.

– New development projects concerning appli-
cations smaller than 50 UFP were not con-
sidered. For such small projects, it is likely
that specific effects – such as the usage of
simplified life cycles – can dramatically af-
fect productivity, thus making them hardly
comparable with larger projects.

– Similarly, projects greater than 10,000 UFP
or requiring more than 150,000 person-hours
were not considered. There were only
4 projects with such characteristics, so they
can very well be considered outliers.

2.3. Descriptive statistics

2.3.1. New development projects

Out of about 6000 ISBSG projects, 989 data
points concerning new developments satisfy the
selection requirements described in Section 2.2.2.
The descriptive statistics are given in Table 1
(where PH indicates person-hours).

Figure 1 shows the distribution of the pro-
ductivity data of the selected projects (the grey
diamond is the mean value). Projects with pro-
ductivity greater than 1 UFP/PH are not shown,
to preserve the readability of the figure.

2.3.2. Enhancement projects

Out of about 6,000 ISBSG projects, 1570 data
points concerning enhancements satisfy the se-
lection requirements described in the previous
section. The descriptive statistics are presented
in Table 2.



An Empirical Study on the Factors Affecting Software Development Productivity 31

Figure 1. Distribution of productivity of
new development projects

Figure 2. Distribution of productivity of
enhancement projects

Figure 2 shows the distribution of the produc-
tivity data of the selected projects (the grey dia-
mond is the mean value). Projects with produc-
tivity greater than one UFP/PH are not shown,
to preserve the readability of the figure.

As the first result of the analysis, one can note
that productivity varies widely (the maximum
observed value is 2.250% the mean and 66,000%
the minimum observed value) and that the pro-
ductivity of enhancement projects tends to be
lower than that of new development projects,
but with a smaller variance. This may appear
to be somewhat surprising, since the value of
UFP for an enhancement project is the size of
the part of the application where the enhance-
ment takes place, regardless of the size of the
change itself. Therefore, the result shows that, on
average, more effort is used in an enhancement
project than in a new development project with
the same functional size. This is probably due
to the fact that maintenance is more challenging
than development from scratch.

2.4. Data analysis techniques

We applied several statistical data analysis tech-
niques. The Shapiro–Wilks test was used to
check whether specific distributions are normal,
and the nonparametric Kruskal–Wallis [13] and
Mann–Whitney tests [9] to check if a nominal
independent variable affects productivity.

Power law models, i.e. models of the kind
Effort = eUFPb, were used to investigate
whether a statistical relationship exists between
UFP and Effort. Ordinary Least Square (OLS)
regression techniques were used after applying
logarithmic transformations to both UFP and
Effort, because the assumptions about the nor-
mality of distributions do not hold for UFP and
Effort. Power-law models are used to investigate
the existence of economies or diseconomies of
scale.

In the paper, the statistical significance
threshold is set to 0.05, as customary in
Empirical Software Engineering studies. All
of the statistical results reported in the pa-
per are statistically significant, i.e. they have
p-value < 0.05.

3. Effects of primary programming
language on productivity

The impact of the programming language pri-
marily used to develop the project was analysed.
Different programming languages call for differ-
ent development processes, skills, data structures,
methods, testing activities, and so on. It is thus
reasonable to expect that the productivity of
software development may depend on the pro-
gramming language.
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Figure 3. Distributions of new development
productivity per programming language

Figure 4. Distributions of enhancement project
productivity per programming language

3.1. New development projects

Table 3 gives a few descriptive statistics of new
development projects grouped by the program-
ming language. The median productivity greatly
changes from a minimum of 0.044 UFP/PH for
C# projects to a maximum of 0.425 UFP/PH
for access projects. This reinforces the idea that
productivity may depend on the programming
language.

The distributions of the productivity of
projects grouped by language are shown in Fig-
ure 3. As the figure shows, the distributions are
far from symmetrical, so the “distribution-free”
nonparametric Kruskal–Wallis rank sum test [13]
was used to assess whether the difference between
groups is significant. The results (χ2 = 291.66,
df = 70, p-value < 10−15) confirm that the pri-
mary programming language has a significant
effect on productivity.

The authors proceeded to study the effect
of the programming languages on productivity
for pairs of different programming languages, us-
ing the Mann–Whitney test, to check if there
was a statistically significant order relationship
between the subsets of projects with different
pairs of languages. The results are reported
in Table 4. The symbol ‘>’ denotes that the
projects with the programming language re-

ported in the row of a cell have higher produc-
tivity (in a statistically significant sense) than
those with the programming reported in the
column. Likewise, the symbol ‘<’ denotes the
opposite relationship. The symbol ‘=’ denotes
that no statistically significant difference was
found.

The projects based on the language used in
Access appear to be the most productive ones,
followed by those based on Lotus Notes. Surpris-
ingly, the productivity of C# projects appears to
be the worst one, followed by ABAP, and C++.
There is no empirical evidence on the reasons
why Access appears very productive while the
productivity of C# development appears very
low. It can be argued that high-level languages,
such as Access, are more productive since they
are used in simpler projects and business pro-
cesses than more complex languages (such as
C#) that are generally used in more complex
projects of several kinds of application areas.

3.2. Enhancement projects

Table 5 gives a few descriptive statistics for en-
hancement projects, grouped by their program-
ming language. Note that the languages that
appear in Table 5 are not the same as those
appearing in Table 3, because in Table 5 the
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Table 3. Summary data of new development projects
grouped by programming language

Language N
Median Median Median

Size [UFP] Effort [PH] [UFP/PH]
COBOL 174 286 4333.5 0.063
Java 114 281.5 3394.5 0.103
Visual Basic 145 327 2760 0.145
C 48 479 4712 0.098
C++ 37 312 5100 0.083
SQL 48 615.5 5662.5 0.144
Lotus Notes 16 275.5 1117 0.223
C# 22 285.5 6859.5 0.044
ASP 14 282.5 1957 0.150
Access 24 359.5 845 0.425
ABAP 17 279 6051 0.060

Table 4. Relations between new development
productivity of programming languages
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COBOL < < < = < < > < < =
Java > < = = < < > < < >
Visual Basic > > > > = < > = < >
C > = < = = < > < < >
C++ = = < = < < > < < =
SQL > > = = > < > = < >
Lotus Notes > > > > > > > = < >
C# < < < < < < < < < =
ASP > > = > > = = > < >
Access > > > > > > > > > >
ABAP = < < < = < < = < <

languages with too few data to support any sta-
tistically significant analysis were omitted. The
median productivity varies much less than for
new development projects, from a minimum of
0.051 UFP/PH for C++ projects to a maxi-
mum of 0.116 UFP/PH for NATURAL projects,
with the next ones equal to 0.083 UFP/PH for
SQL, C#, and ABAP projects. Thus, produc-
tivity may depend less on the programming lan-
guage for enhancement than for new develop-
ments.

The distributions of the productivity of
projects grouped by programming language are
shown in Figure 4.

The comparison of Figures 3 and 4 seems
to confirm that the productivity of enhance-
ment projects appears much less dependent on
programming languages than the productivity
of new development projects. Moreover, it ap-
pears that for several languages the produc-
tivity in enhancements is substantially lower
than the productivity of new developments.
The projects based on the NATURAL lan-
guage [14] are associated with higher produc-
tivity than the projects based on other lan-
guages. However, in Table 6 the sign ‘=’ oc-
curs more frequently than in Table 4, indicating
that the productivities of several language are
statistically not discriminated in enhancement
projects.

3.3. Comparison with Capers Jones
productivity evaluations

Capers Jones [6] studied the relation between
the language “level” and its productivity [6].
The language level is defined according to the
LoC/FP ratio: the larger the number of lines
of code needed to code a Function Point, the
lower the level of the language. For example,
COBOL requires about 105 statements per FP
and is classified as a level 3 language [6]. Table 7
lists the average LoC per FP, the language level,
and the average productivity in FP/PM (where
PM denotes person-months) according to Jones.
In this paper, PM = PH/160, where 160 is ob-
tained by multiplying 20 working days per month
and 8 working hours per day); the reported data
are the result of an analysis concerning software
developed up till 1996. To be able to compare our
results with those by Capers Jones, the produc-
tivity of projects carried out up till 1996 was anal-
ysed separately (in columns “Pre” in the tables of
this paper) and after 1996 (in columns “Post”).

Descriptive statistics are given in Table 8 and
Table 9.

These results seem to indicate that there has
been a decrease in the productivity for both new
developments and enhancements. In the opin-
ion of the authors, the most likely cause is that
software complexity has considerably grown, so
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Table 5. Summary data of enhancement projects grouped
by programming language

Language N
Median Median Median Prod.

Size [UFP] Effort [PH] [UFP/PH]
COBOL 306 179 2583 0.070
Java 271 142 2026 0.077
Visual Basic 132 217.5 3154 0.075
C 113 181 2705 0.072
C++ 79 141 3810 0.051
SQL 59 142 1837 0.083
NATURAL 55 214 1694 0.116
C# 30 258.5 2728.5 0.083
ABAP 45 249 3069 0.083

Table 6. Relations between enhancement
project productivity of programming

languages

Language C
O
BO

L
Ja
va

V
isu

al
Ba

sic
C C
+
+

SQ
L

N
AT

U
R
A
L

C
#

A
BA

P

COBOL = = = > = < = =
Java = = = > = < = =
Visual Basic = = = > = < = =
C = = = = = < = =
C++ < < < = < < < <
SQL = = = = > < = =
NATURAL > > > > > > > >
C# = = = = > = < >
ABAP = = = = > = < <

Table 7. Programming language productivity
according to Jones (before 1996)

Language LoC/FP Level Avg. Productivity
[FP/PM]

ABAP 16 20.0 15 to 30
Access 38 8.5 16 to 23
C 128 2.5 5 to 10
C++ 53 6.0 10 to 20
COBOL 107 3.0 5 to 10
DELPHI 29 11.0 16 to 23
Java 53 6.0 10 to 20
SQL 13 25.0 30 to 50
Visual Basic 40 8.0 10 to 20

Table 8. New development projects from the ISBSG
dataset: descriptive statistics (Pre: up to 1996,

Post: after 1996)

Size [UFP] Effort [PH] Productivity
[UFP/PH]

Pre Post Pre Post Pre Post
Mean 734 583 7319 6607 0.209 0.166
Median 415 303 3703 3074 0.121 0.108
Stdev 822 759 10162 10592 0.342 0.221
Min 53 51 326 320 0.01 0.006
Max 4943 7400 66600 134211 3.96 2.581

Table 9. Enhancement projects from the ISBSG
dataset: descriptive statistics (Pre: up till 1996,

Post: after 1996)

Size [UFP] Effort [PH] Productivity
[UFP/PH]

Mean 348 290 3750 4098 0.166 0.117
Median 248 161 2104 2193 0.114 0.078
Stdev 376 406 6980 6441 0.155 0.128
Min 52 50 339 322 0.021 0.004
Max 2983 7134 61891 109271 0.939 1.51

Table 10. Comparison with Jones (before 1996)

C. Jones [6] Our analysis
Language Mean Prod. Mean Prod. Stdev/

[FP/PM] [FP/PM] Mean
C 5 to 10 27 226%
COBOL 5 to 10 23 130%
SQL 30 to 50 33 106%



An Empirical Study on the Factors Affecting Software Development Productivity 35

Table 11. Comparison with Jones
(project data up to 2013)

C. Jones [7] Our analysis
Language Mean Prod. Mean Prod. Stdev/

[FP/PM] [FP/PM] Mean
C 5.62 16.9 99%
COBOL 6.38 15.2 100%
ABAP 7.69 12.4 50%
C++ 9.68 13.8 97%
Java 9.68 14.7 66%
C# 9.88 11.7 78%
Visual Basic 13.04 21.8 76%
ASP 13.40 24.1 53%
SQL 15.92 17.3 62%

many technological and methodological advances
were “absorbed” by additional difficulty. In fact,
the notion of productivity is based on functional
size: it is quite possible that modern software
has to satisfy more non-functional requirements
than old-time software (for instance of security
requirements). These additional non-functional
requirements certainly require some development
effort, which is not explained by the sheer imple-
mentation of the required functionality.

In the ISBSG dataset, only three languages
were found with enough data points to support
a reasonably reliable comparison of productivity
before 1996 and after 1996. The comparison –
illustrated in Table 10 – is thus limited to these
three languages. The columns on the right lists
the so-called coefficient of variation, which is
the ratio of the standard deviation to the mean,
respectively.

Table 10 shows that data from the ISBSG
dataset confirm Jones’s findings concerning SQL,
but indicate that the mean development pro-
ductivity achieved when using C or COBOL is
definitely higher than that found by Jones. It can
also be observed that C programming involves
a great variability of the productivity level that
can be achieved. This is actually not surpris-
ing, given that C was used for a wide range of
applications and in very different domains.

Table 11 reports an updated set of Jones’s
productivity data concerning project carried out
until 2013 [7].

Table 11 shows that the found mean produc-
tivities are greater than those found by Jones.

Unfortunately, the authors have no means of
explaining this difference. However, there are
some similarities between our results and those
obtained by Jones: Visual Basic, ASP and SQL
appear more productive then the other languages.
The main difference is that C appears quite
productive according to ISBSG data, while it
was ranked as the least productive language
by Jones.

It is also possible to observe that the pro-
ductivity of C programming was less variable
after 1996 than earlier. This is probably due
to the fact that after 1996 programmers could
choose from among so many languages that a rel-
atively low-level language, such as C, is used
only in well characterized domains (system-level
programming, real-time, etc.).

3.4. Comparison with open-source
software development productivity

Delorey et al. analysed 9,999 open-source
projects hosted on SourceForge.net to study the
productivity of 10 of the most popular program-
ming languages in use in the open-source com-
munity [8]. Table 12 reports the data about the
languages analysed both in [8] and in this study.
The central column in Table 12 provides the data
derived from [8] (expressed in Function Points
per PH).

With respect to the study by Delorey et
al., the data from the ISBSG dataset indicate
much higher productivity for all languages. Al-
though this indication is fairly consistent for
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Table 12. Comparison with [8]

Language
Delorey et al. [8] Our analysis

Mean Prod. Mean Prod. Stdev/Mean[FP/PH] [FP/PH]
C 0.013 0.120 99%
C# 0.035 0.083 78%
C++ 0.032 0.098 97%
Java 0.030 0.105 66%

Table 13. Summary data by business area for new development projects

Business area N
Median Size Median Effort Median Prod.

[UFP] [PH] [UFP/PH]
Engineering 18 549.5 1464.5 0.257
Accounting 19 418 4111 0.135
Financial (excl. Banking) 29 327 3123 0.125
Telecommunications 52 262.5 2574.5 0.118
Inventory 12 574 7434.5 0.114
Manufacturing 25 315 3565 0.097
Insurance 38 261 2806.5 0.087
Banking 69 214 2761 0.064

all languages, there is a noticeable difference
concerning the C language: while it appears
as the least productive language in [8], C ap-
pears to be the most productive according to the
ISBSG data (in the set of languages considered
in Table 12).

4. Effects of business areas on
productivity

The previous work [1] reports that the business
area can influence development productivity. Ac-
cordingly, the dependence of productivity on busi-
ness areas were analysed here. Projects were thus
grouped per business area and only groups of
twenty or more projects were kept for statistical
analysis.

4.1. New development projects

Table 13 gives the descriptive statistics of
new development projects grouped by busi-
ness areas. The median productivity greatly
changes from a minimum of 0.064 UFP/PH
for banking projects to a maximum of 0.257
UFP/PH for engineering projects – i.e. the

projects supporting various types of activities
(design, simulation, etc.) in various engineer-
ing areas (civil engineering, electrical engineer-
ing, etc.) – approximately four times the min-
imum. Thus, it can be hypothesized that pro-
ductivity may depend on the business area.
Quite interestingly, the low productivity of in-
surance projects was already detected in [1] and
in [12].

The distributions of the productivity of
projects grouped by business area are shown
in Figure 5 (where projects with productivity
greater than 1 FP/PH are not shown, to preserve
the readability of the figure). Since distributions
are not symmetrical, the “distribution-free” non-
parametric Kruskal–Wallis rank sum test [13]
was used to assess whether the difference be-
tween groups is significant. The results (χ2 =
116.93, df = 76, p-value = 0.0018) confirm
that the business area has a significant effect on
productivity.

Since the Kruskal–Wallis test only indicates
that in at least one case the business area
affects the productivity, in this research the
Mann–Whitney test was used to study the effect
of the business area on productivity for all pairs
of different business areas.
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Figure 5. Distributions of new development project productivity per business area

The results of the Mann–Whitney tests are
reported in Table 14, with the same conventions
as the ones used in Table 6.

The projects belonging to the engineering
business area appear to be the most productive
ones (as for new developments), followed by those
belonging to accounting and financial business
areas.

4.2. Enhancement projects

Table 15 gives the descriptive statistics of en-
hancement projects, grouped by business area.
Note that the programming languages that ap-
pear in Table 15 are not the same as those ap-
pearing in Table 13, because different numbers of
data points were available for new developments
and enhancement projects and, hence, the areas
with too few data to support any statistically
significant analysis were excluded from the anal-
ysis. The business area with the highest median
productivity (Legal – see Fig. 6) has a produc-
tivity that is a bit less than five times the lowest
median productivity, obtained for Quality. This
suggests that productivity may depend on the
business area.

The nonparametric Kruskal–Wallis method
[13] was used to assess whether the difference
between groups was significant. For enhance-
ment projects, the result (χ2 = 119.974, df = 44,
p-value < 10−8) confirms that the business
area has a statistically significant effect on
productivity.

Since the Kruskal–Wallis test only indicates
that in at least one case the business area af-
fects the productivity, in these investigations the
Mann–Whitney test was used to study the effect
of the business area on productivity for all pairs
of different business areas. The results of the
Mann–Whitney tests are reported in Table 16
for enhancement projects.

On the one hand, the legal and insurance
projects have the highest enhancement produc-
tivity. The insurance projects have high enhance-
ment productivity, while they have quite low
development productivity. No data were avail-
able to support this kind of analysis, but it can
be argued that new insurance projects are less
productive since a lot of rules and laws regu-
late the insurance domain. This requires a lot
of effort during the initial phases of the develop-
ment process, while this effort decreases over time
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Table 14. Relations between productivities
per business area (new developments)
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Accounting > = = > = = =
Banking < < < = = = <
Engineering = > = > > > >
Financial (excl. Banking) = > = > = = =
Insurance < = < < = = =
Inventory = = < = = = =
Manufacturing = = < = = = =
Telecommunications = > < = = = =

Table 15. Summary data by business area for enhancement projects

Business area N
Median Size Median Effort Median Prod.

[UFP] [PH] [UFP/PH]
Legal 12 419.5 1485 0.248
Insurance 38 315.5 1679 0.181
Financial (excl. Banking) 44 237.5 1881 0.112
Inbound Logistics 47 106 907 0.093
Outbound Logistics 46 120 1639 0.077
After Sales & Services 26 107 1362.5 0.076
Banking 33 198 2070 0.072
Manufacturing 47 192 3048 0.058
Quality 21 233 3487 0.051
Sales 34 190.5 2609 0.070
Telecommunications 181 142 2151 0.077

whenever legal aspects are well managed. On the
other hand, the banking projects confirm their
low productivity (for both new developments and
enhancements).

5. Effects of architecture on
productivity

Different types of architecture call for different de-
velopment processes, skills and methods. It is thus
reasonable to expect that development productiv-
ity depends on system architecture. Accordingly,
the projects were grouped per architecture and
the distributions of productivity were analysed.

5.1. New development projects

The descriptive statistics of the new development
project groups characterized by the same archi-
tecture are reported in Table 17. Systems with
Multi-tier/client-server architecture are charac-
terized by the highest productivity, a bit more
than twice the productivity of systems with
client-server architecture, the ones with the low-
est productivity.

The distributions of the productivity of
projects grouped by architecture are shown in
Figure 7. The differences in the boxplots do
not appear to be large. Since distributions are
not symmetrical, the “distribution-free” non-
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Figure 6. Distributions of enhancement project productivity per business area

Table 16. Relations between business areas (enhancements)
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After Sales Services = < = < < > = = = =
Banking = < = < < = = = = =
Financial (excl. Banking) > > = < < > > > > >
Inbound Logistics = = = < < > = > > =
Insurance > > > > = > > > > >
Legal > > > > = > > > > >
Manufacturing < = < < < < < = = =
Outbound Logistics = = < = < < > = = =
Quality = = < < < < = = = =
Sales = = < < < < = = = =
Telecommunications = = < = < < = = = =
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parametric Kruskal–Wallis rank sum test [13]
was used to assess whether the difference be-
tween groups is significant. The results (χ2 =
60.45, df = 6, p-value < 10−10) confirm that
the architecture has a significant effect on pro-
ductivity.

Here again, the ISBSG dataset does not pro-
vide any support for explaining, even tentatively,
these results.

Since the Kruskal–Wallis test only indicates
that in at least one case the business area affects
the productivity, the Mann–Whitney test was
used to study the effect of the architecture on
productivity for all pairs of different architec-
tures.

The results of the Mann–Whitney tests are
reported in Table 18, with the same conventions
as the ones used in Table 6.

5.2. Enhancement projects

Table 19 gives a few descriptive statistics of
enhancement projects, grouped by architecture.
The ratio between the highest and the lowest me-
dian productivity is slightly smaller than three.
The distributions of the productivity of projects
grouped by architecture are shown in Figure 8.
The differences in the boxplots do not appear to
be large.

The nonparametric Kruskal–Wallis method
[13] was used to assess whether the difference
between groups was significant. For enhance-
ment projects, the results (χ2 = 45.06, df = 6,
p-value < 10−7) confirm that the architecture
has a significant effect on productivity also
for this type of projects. The effect of the ar-
chitecture on productivity for pairs of differ-
ent architectures was also studied using the
Mann–Whitney test. The results are reported
in Table 20.

Multi-tier projects are the least productive
for both new development and enhancement
projects, while multi-tier with web public inter-
face projects appear to be the most productive
just for enhancement projects. Multi-tier/Client
server projects are the most productive for
new developments, and they maintain high

productivity also in the case of enhancement
projects.

6. Effects of case tool usage on
productivity

The use of CASE tools has long been advocated
to improve the productivity of software develop-
ment processes. While traditionally CASE tools
were essentially diagramming/modelling tools,
which adopted some sort of a semi-formal de-
sign language, such as E/R or Data Flow Di-
agrams, today the concept embraces all sorts
of computer-based tools that are meant to sup-
port software development activities. Quite no-
ticeably, some tools are meant to support ag-
ile development. For instance, there are tools
for writing and managing user stories and
tools for writing wire frames and GUI mock-
ups, etc. So, in the ISBSG dataset, “CASE”
equates to any computer-based tool supporting
software development. However, it can be ex-
pected that, in most cases represented in the
ISBSG dataset, the used CASE tools are tradi-
tional.

Although the usage of CASE (Com-
puter-Aided Software Engineering) tools in soft-
ware development is conceptually a Boolean vari-
able, in the ISBSG dataset there are four possible
values: Yes, No, Don’t know and Null (i.e. no
value was provided). In the analysis of the effects
ofCASE tool usage on productivity, the projects
for which there is no clear indication of whether
CASE tools were used or not were neglected.
That is, only the projects having “CASE tool
usage” field equal to Yes (497 projects) or No
(851 projects) were retained.

As in the previous cases, the nonparametric
Kruskal–Wallis [13] was used to assess whether
the difference between groups was significant.
The results do not support the hypothesis that
the usage of CASE tools has a significant effect
on productivity for either new development or
enhancement projects.

This result is confirmed by the Mann–Whit-
ney tests on pairs.
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Table 17. Summary data of new development projects grouped by architecture

Business area N
Median Size Median Effort Median Prod.

[UFP] [PH] [UFP/PH]
Multi-tier/Client server 113 410 2519 0.184
Multi-tier with web public interface 46 169 1470 0.140
Stand alone 234 308.5 3047.5 0.114
Multi-tier 24 479 6496 0.094
Client server 223 350 4628 0.079

Figure 7. Distributions of productivity
per architecture type (new developments)

Figure 8. Distributions of enhancement project
productivity per architecture type

7. Productivity and economies of
scale

The question whether software development ex-
hibits economies (or diseconomies) of scale has
been much debated (see Section 9). In general,
economies of scale are apparent when it is pos-
sible to relate effort and size via models of type
Effort = aSizeb, with b < 1.

In fact, Effort = aSizeb implies that
Productivity = Sizek

a , where k = 1 − b; if b < 1,
then k > 0, and the larger the size, the higher
the productivity, as by definition of the economy
of scale. On the contrary, if b > 1, then k < 0,
and the larger the size, the smaller the produc-
tivity, as in diseconomies of scale. Some studies
showed that software development exhibits disec-
onomies of scale: for instance, this is the case in the
well-known COCOMOmodel [9]. On the contrary,
other studies (like [1]) found economies of scale.

To further explore this issue, the existence of
Effort = aSizeb models based on ISBSG data was
investigated. This type of models is derived by ap-
plying the OLS regression after the log-log trans-
formation of data samples. The log-log transfor-
mation was used in this research because the
data did not comply with the preconditions of
OLS about normal distributions.

No statistically significant model could be
derived for all new developments, nor for all
enhancement projects. Therefore, the economies
of scale were studied on data subsets obtained
by grouping projects by programming language,
business areas, architecture and usage of CASE
tools. Grouping project data by these criteria
resulted in sufficiently homogeneous datasets,
which allowed for the derivation of statistically
significant models of effort vs. size.

In the derivation of models, outliers, identi-
fied based on Cook’s distance, following a consol-
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Table 18. Relations between productivities
per architecture (new developments)
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Client server = < < <
Multi-tier = < = =
Multi-tier/Client server > > > >
Multi-tier with web public interf. > = < =
Stand alone > = < =

Table 19. Summary data by architecture type
for enhancement projects

Architecture N
Medians

Size Effort Prod.
[UFP] [PH] [UFP/PH]

Client server 443 168 2109 0.078
Multi-tier 45 139 4259 0.049
Multi-tier/Client server 78 339 2860 0.091
Multi-tier with web public interface 51 124 940 0.141
Stand alone 451 175 2096 0.083

idated practice [15] were excluded. The results
found are described in the “Outl.” column of the
tables in the following subsections.

A few statistically significant models featur-
ing quite small adjusted R2 were found these
models are not very interesting, because a small
value of R2 indicates that effort depends mainly
on factors other than size and the considered
specific characteristics (language, business area,
etc.). Accordingly, in the following sections only
models featuring adjusted R2 not less than 0.5
are reported.

7.1. Effect of programming language
on economies of scale

By applying the OLS regression after log-log
transformation to data samples obtained by
grouping new development projects by primary
programming language, the models summarized
in Table 21 were obtained.

For new development projects that use Java
and Visual Basic, the exponent is less than one
with 95% confidence: these languages seem to
allow for economies of scale. For other languages,
it is not possible to decide with 95% confidence
if the exponent is less or greater than one, that
is, these languages do not cause either economies
or diseconomies of scale. It was impossible to
obtain statistically significant models only for
enhancement projects using PL/1 and ABAP,
these are described in Table 22.

PL/I enhancement projects exhibit a disec-
onomy of scale. Instead, for ABAP enhancement
projects no conclusion with 95% confidence could
be drawn.

7.2. Effect of business area on economies
of scale

By applying OLS regression after log-log trans-
formation to data samples obtained by grouping
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Table 20. Relations between productivities
per architecture (enhancement projects)
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Client server > < < =
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Table 21. Effort models for new development projects grouped by
programming languages

Language Model Exponent confidence Adj. R2 Outl.

C 7.7 UFP1.032 0.837–1.226 0.762 3/40
C++ 15.6 UFP0.962 0.657–1.268 0.622 5/31
Java 37.9 UFP0.769 0.656–0.882 0.682 21/107
Oracle 2.8 UFP1.091 0.912–1.271 0.852 8/36
SQL 12.0 UFP0.931 0.677–1.184 0.549 0/45
Visual Basic 12.8 UFP0.877 0.775–0.979 0.714 15/131

Table 22. Effort models for enhancement projects grouped by
programming languages

Language Model Exponent confidence Adj. R2 Outl.

ABAP 7.8 UFP1.069 0.909–1.229 0.827 6/45
PL/I 5.7 UFP1.190 1.028–1.351 0.658 12/123

Table 23. Effort models for new development projects grouped by business area

Business Area Model Exponent confidence Adj. R2 Outl.

Financial (no Banking) 8.6 UFP0.955 0.672–1.239 0.635 0/28
Telecommunications 12.3 UFP0.915 0.675–1.156 0.563 1/47
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new development projects per business area, the
models summarized in Table 23 were obtained.

The only two statistically significant mod-
els found indicate that both economies or disec-
onomies of scale may occur. The characteristics of
effort models for enhancement projects grouped
by business area are given in Table 24.

New developments concerning the financial
area (excluding banking) appear to allow for
economies of scale.

7.3. Effect of architecture on economies
of scale

By grouping new development projects per archi-
tecture type it was possible to obtain the models
summarized in Table 25.

For new development projects, there is no ev-
idence that architectural types lead to economies
or diseconomies of scale. By grouping enhance-
ment projects per architecture type, it was possi-
ble to obtain the models summarized in Table 26.

Client server and Stand-alone enhancement
projects exhibit economies of scale. Although it is
not possible to make statements about multi-tier
projects with 95% confidence, stil one can ob-
serve that the exponent range is mainly less than
one in the 95% confidence range, thus it is likely
that economies of scale also exist for multi-tier
projects.

7.4. Effect of CASE tools on economies
of scale

After grouping projects by the usage of CASE
tools, the authors were able to find just one
model, concerning enhancement projects with
the use of CASE tools. The model is described
in Table 27.

No economy or diseconomy of scale is apparent.

8. Threats to validity

Construct validity. The definition of produc-
tivity is always a sensitive issue and no universally
accepted notion of productivity exists. A fairly
widely used notion of productivity was chosen for

the research, based on the amount of delivered
functionality, quantified via UFP, the most widely
used functional size measure. Functional size mea-
sures, however, may have some weaknesses [16,17],
including: (1) the apparent arbitrariness in the
selection of the “complexity” weights used to ob-
tain the value of UFP starting from the Base
Functional Components (Internal Logical Files,
External Interface Files, External Input, External
Outputs, and External Queries); (2) the subjec-
tivity inherent to the counting process; (3) the
redundancies of the counted elements. As for (1),
the weights are based on an initial study by Al-
brecht [3]. Although they may need to be updated,
they are now a part of the standard definition
used by ISO for FP [10, 12]. With reference to
(2), the International Function Point Users Group
periodically issues new guidelines to reduce the
amount of uncertainty in the counting process
[4]. Finally, the redundancies may affect the ef-
ficiency and cost-effectiveness of measuring and
using UFP, but are not a real construct threat.
However, UFP somehow (and imperfectly) cap-
tures the amount of functionality delivered, unlike
such measures as LoC which quantify the amount
of code delivered and are not available early in
the life cycle, but only after coding, when it is
too late to make any useful predictions. Also,
just because a measure is objectively quantifi-
able does not mean that it adequately captures
a specific software attribute or is useful in prac-
tice.

The main threat with this type of studies is
the fact that while there are standard definitions
of functional size measures, there is hardly any
standard definition of how development (or en-
hancement) effort should be measured. Therefore,
different authors may use differently measured
effort data. This may lead to different values for
productivity.

Therefore, when considering the comparisons
reported in Section 4 the reader should take into
account the possible differences in effort mea-
sures. For instance, the fact that in Table 12 the
found productivity values are all greater than
those found by Delorey et al. [8] might be due
to different effort measurement criteria. In fact,
Delorey et al. [8] collected productivity data by
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Table 24. Effort models for enhancement projects grouped by business area

Business Area Model Exponent confidence Adj. R2 Outl.

After Sales & Services 31.3 UFP0.795 0.474 –1.116 0.512 1/26
Financial (no Banking) 110.7 UFP0.540 0.35–0.729 0.524 13/44
Inbound Logistics 14.5 UFP0.910 0.665–1.155 0.574 5/47

Table 25. Effort models for new development projects grouped by architecture

Architecture Model Exponent confidence Adj. R2 Outl.
Multi-tier 26.1 UFP0.82 0.489–1.155 0.548 2/24
Multi-tier Client server 3.5 UFP1.06 0.927–1.188 0.746 24/113
Multi-tier with web public interf. 3.2 UFP1.20 0.880–1.523 0.626 11/46

Table 26. Effort models for enhancement projects grouped by
architecture

Architecture Model Exponent confidence R2 Outl.

Client server 30.4 UFP0.82 0.752–0.898 0.576 77/443
Multi-tier 49.4 UFP0.84 0.618–1.062 0.597 5/45
Stand alone 19.3 UFP0.90 0.819–0.987 0.539 65/451

analysing the effort devoted by single program-
mers to single code changes, while the ISBSG
collected data concerning whole projects. At any
rate, the relative ranking among the various pro-
ductivities depending on the programming lan-
guage according to the study of Delorey et al. and
according to this study may still be considered
valid.

Finally, an intrinsic limit of the analysis is
due to the usage of functional size measures to
size software. In fact, these measures do not rep-
resent the non-functional parts of requirements.
So, developing a project with a relatively small
functional requirement but huge non-functional
requirements (entailing security, reliability, ro-
bustness, portability, etc.) may appear unduly
characterized by low productivity.
External validity. The obtained results are
based on one of the largest datasets publicly
available, with projects coming from many differ-
ent organizations and countries, so they should
be fairly representative of the population of new
and enhancements projects.

Even though the ISBSG dataset contains
a large number of projects, some skew is possible.
For instance, some self-selection phenomenon,
e.g. only well-organized projects may report their
data to the ISBSG dataset, may not be excluded.

However, this is a threat that is hard to eliminate
for all datasets that collect data on a voluntary
basis.

It is true, however, that a large part of the
projects in the ISBSG dataset are representative
of consolidated practices and languages, instead
of innovative ones. The ISBSG dataset does con-
tain data on projects that are recent and inno-
vative, but not enough to allow for a sensible
statistical analysis. However, there is a suspi-
cion that innovative applications will always be
in the minority in these datasets, given their
recentness. It shouldalso be pointed out that
a large number of projects are still carried out
with consolidated techniques and languages. For
instance, in https://www.tiobe.com/tiobe-index/
the top 50 most popular programming languages
are listed, and Java, C and C++ are the top 3.
Internal validity. A possible threat to internal
validity may come from the fact that these results
are based on projects in which data are collected
and later reported to ISBSG. This may not be
the case for all projects, but this is a threat for
all studies of this kind. To mitigate the possible
threat due to the way data are collected and
reported to ISBSG, only data of the best two
categories were used in the research. Moreover,
standard data analysis techniques were used. The
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Table 27. Effort models for enhancement projects grouped by
the usage of CASE tools

CASE tools used Model Exponent confidence Adj. R2 Outl.

Yes 17.0 UFP0.94 0.843–1.037 0.605 45/285

use of log-log transformations may be a possible
threat, because the Least Square Regression is
carried out with a different figure of merit than
the one it would have without the log-log transfor-
mation. However, this transformation was useful
because the original data did not comply with the
assumptions of the Least Square Regression. Also,
log-log transformations are quite common in the
Empirical Software Engineering, and specifically
in the study of Effort models.

9. Related work

A substantial amount of work was carried out
to study the main factors affecting software pro-
ductivity by proposing and analysing processes,
methods, tools, and best practices [18–21]. To the
best of the knowledge of the authors, there are
three literature reviews on productivity factors
in software engineering available in the litera-
ture [18,21,22]. These works focus on the main
dimensions of the product, personnel, project,
and process. Each of these dimensions is then
characterized by sub-factors: product is related
to a specific characterization of software, such as
domain, requirements, architecture, code, doc-
umentation, interface, size, etc. Personnel fac-
tors involve team member capabilities, experi-
ence, and motivation. Project factors encompass
management aspects, resource constraints, sched-
ule, team communication, staff turnover, etc.
Process factors include software methods, tools,
customer participation, software lifecycle, and
reuse. In this paper, the authors do not focus
on a specific dimension, but span their empir-
ical study on the main factors reported in the
ISBSG dataset (i.e. primary programming lan-
guage used to develop each software project, the
business area addressed by the project, the archi-
tectural type adopted by the project and the use
of CASE tools).

Directly referring to the factors analysed in
this paper, several studies addresses the relation
betweenprogramming languages andproductivity.
For example, in [6,8,23–25] different programming
languages are studied to investigate their relation
with different code aspects such as program
length, programming effort, run-time efficiency,
memory consumption, and reliability. In [26],
the authors explain productivity in the banking,
insurance, manufacturing, wholesale/retail, and
public administration sectors, limiting their sta-
tistical analysis to 206 business software projects
from 26 Finnish companies. In [27], software
productivity is studied with a dataset on Chinese
software companies. Two research question in this
study specifically focus on how the business areas
and the primary programming language impact
productivity, respectively. As for business areas,
low productivity is associated to Telecom and Fi-
nance areas, while high productivity is associated
to Public Administration, Manufacturing and
Energy. In this study, financial projects have high
productivity, while manufacturing ones have low
productivity. In any case, these results cannot be
compared with their outputs since in this study
two different datasets were analysed (both for
the releases and for geographical locations of the
projects). As for the programming language, in
[27] it is reported that high level programming
languages are found to be more productive (the
most productive are ASP, C# and Visual Basic,
with a median productivity of 34.68, 18.68, and
9.94 size/effort, respectively).

There has also been a considerable debate
regarding economies and diseconomies of scale
in software development [9,28–34]. These stud-
ies highlighted that it is quite difficult to deter-
mine which factors contribute to producing an
overall economy or diseconomy of scale; in fact,
different dataset provided different indications.
Comstock et al. analysed the ISBSG dataset to
derive a model that includes both economies and
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diseconomies of scale, and can help managers
maximize productivity by determining the opti-
mal project size within a particular environment
[35]. They considered the same factors as the
ones considered in this paper, but with a few
important differences: programming languages
were considered only in terms of “3rd genera-
tion”, “4th generation” and “application gener-
ators”; moreover, the team size was included
in the independent variables of the effort esti-
mation models. This makes the interpretation
of the results provided in [35] somewhat prob-
lematic as far as (dis)economies of scales are
concerned, Productivity is seen there as depen-
dent on size but also on team size, which in it
turn is likely to be determined by the size of
the program to be developed. As the authors of
that work state, “the very presence of Team Size
represents a diseconomy of scale: AFP (the size
in Function points) relates to the achievement;
Team Size relates to the resources consumed”
[35]. In fact, the authors conclude that “devel-
opment exhibits a strong economy of scale with
respect to project size, and a similar diseconomy
of scale with respect to team size” [35]. This
type of finding is consistent with the goals of
Comstock et al., but it is of little help for the
goals of this study. So, based on the assumption
that the team size is chosen to maximize pro-
ductivity, or to satisfy possible local needs and
constraints, the team size is excluded from the in-
dependent variables of effort models. In this way,
the model of type Effort = aSizeb is obtained
for every factor, thus highlighting the role of the
considered factor in determining (dis)economies
of scale.

10. Conclusion and future work

Software development productivity is an impor-
tant subject that has often proven to be quite
complex to understand and analyse. This paper
highlights a few statistically significant results.
These results can be considered reliable, since they
are based on the analysis of a large public data
repository, which is generally considered to be
representative of software development practices.

Specifically, it was found out that the primary
programming language had a significant effect
on productivity of new development projects. On
the contrary, the productivity of enhancement
projects appears much less dependent on pro-
gramming languages. The business area and the
architecture have a significant effect on produc-
tivity of both new development and enhancement
projects. No evidence of the impact of the use of
CASE tools on productivity was found, for either
new developments or enhancement projects.

In addition, it was found that the produc-
tivity of new development projects tends to be
higher than that of enhancement projects. Also,
the results of our analyses show productivity
values obtained that are higher, for each pro-
gramming language, than those of the reference
works on the subject, carried out by Jones, and
for open-source software, as reported by De-
lorey et al.

It was also analysed what factors seem to
have an impact on the presence of economies and
diseconomies of scale. For instance, economies of
scale for new development projects using Java or
Visual Basic were found and also diseconomies of
scale for enhancement projects concerning appli-
cations written in PL/1, while neither economies
or diseconomies of scale could be found for other
projects. Economies of scale were also found for
enhancement projects in the financial area (ex-
cluding banking), and for enhancement projects
concerning application featuring stand alone or
client server architectures.

Future work will focus on:
– investigating whether other factors may in-

fluence productivity and the existence of
economies or diseconomies of scale;

– carrying out analysis on additional datasets;
– using different measures of productivity, for

instance, based on different functional size
measures.
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Abstract
Background: Software testing benefits from the usage of Knowledge Management (KM) methods
and principles. Thus, there is a need to adopt KM to the software testing core processes and
attain the benefits that it provides in terms of cost, quality, etc. Aim: To investigate the usage and
implementation of KM for software testing. The major objectives include 1. To identify various
software testing aspects that receive more attention while applying KM. 2. To analyse multiple
software testing techniques, i.e. test design, test execution and test result analysis and highlight KM
involvement in these. 3. To gather challenges faced by industry due to the lack of KM initiatives
in software testing.
Method: A systematic literature review (SLR) was conducted utilizing the guidelines for snow-
balling reviews by Wohlin. The identified studies were analysed in relation to their rigor and
relevance to assess the quality of the results.
Results: The initial resulting set provided 4832 studies. From these, 35 peer-reviewed papers
were chosen among which 31 are primary, and 4 are secondary studies. The literature review
results indicated nine testing aspects being in focus when applying KM within various adaptation
contexts and some benefits from KM application. Several challenges were identified, e.g., improper
selection and application of better-suited techniques, a low reuse rate of software testing knowledge,
barriers in software testing knowledge transfer, no possibility to quickly achieve the most optimum
distribution of human resources during testing, etc.
Conclusions: The study brings supporting evidence that the application of KM in software testing
is necessary, e.g., to increase test effectiveness, select and apply testing techniques. The study
outlines the testing aspects and testing techniques that benefit their users.

Keywords: KM, software testing, knowledge, systematic literature review

1. Introduction

Software testing is a complex task and re-
quires various activities, techniques, tools,
and resources [1]. Knowledge Management
(KM) is extensively used in software test-
ing and influences software testing processes,
methods and models [1]. KM helps to
capture, share, distribute, and understand
knowledge that helps to create a compet-
itive advantage for organizations [2], e.g.,
by utilizing previous project experience or

sharing testing experience between team
members [3–6].

The increasing complexity of software sys-
tems combined with the advent of distributed
development models put more pressure on soft-
ware organizations to manage organizational
knowledge and intellectual capital. Also, there
is a significant loss of intellectual capital due
to staff turnover, restricted or limited knowl-
edge [6–8]. The adoption of KM principles can
help software testing experts to advance knowl-
edge reuse and to encourage management discus-
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sions across the organization. There are numer-
ous benefits of applying KM in software testing
such as [3, 4, 8–11]:
– increasing test effectiveness,
– decreasing costs, time and effort,
– determination and application of more suited

testing techniques,
– determination and application of more suited

testing techniques,
– enhancing the quality of results,
– supporting decision-making process.
Explicit knowledge testing can be documented
and accessed by multiple individuals, e.g., in test
manuals, procedures, test artifacts, test planning,
test design specifications, testing logs [12, 13].
Tacit testing knowledge is subjective and hard
to document [12] as it mainly forms test execu-
tion experiences and discussions with software
testers etc. [14]. Insufficient KM during software
testing leads to several negative consequences,
e.g., low reuse of software testing knowledge,
barriers in software testing knowledge adaption,
a poor sharing environment of software testing
knowledge, difficulties in optimal planning re-
sources [1, 4].

This study focuses on testing aspects as activ-
ities during the testing process and the resulting
artefacts, i.e. test planning, execution and test re-
sult analysis [5–7,15,16], test case design [9,17,18]
and testing phases [14, 19]. It also focuses on
testing techniques used to execute a software
system and find errors [20]. The aim is to focus
on the importance of KM in various software
testing aspects as the literature lacks studies
which focus on identifying the testing techniques
that benefit from KM application. Therefore, this
work concentrates on identifying the test design,
execution, and analysis techniques that help from
the KM application. It also explores the related
challenges resulting from insufficient KM.

The paper is organized as follows: Section 2
focuses on giving the necessary theoretical back-
ground about KM and software testing and their
corresponding practices along with its potential
contribution to this study. Section 3 provides
the research design details and objectives of this
study and the addressed research questions. Sec-
tion 4 contains the details of the research method-

ology, including considered methodologies and
the conducted data analysis. Section 5 depicts
the process of conducting the snowballing iter-
ations while Section 6 analyses the results of
the literature review. Section 7 lists the iden-
tified challenges and implications for research
and practice, while Section 8 discusses the limi-
tations of the study. The conclusions are formed
in Section 9.

2. Background and related work

2.1. KM in software testing

Testing experience, as well as testing knowledge,
are needed to gain a deeper understanding of
the used testing techniques [21, 22]. However,
testers do not tend to share the knowledge or
information that they gain when using various
testing techniques [7]. This implies that they miss
an opportunity of sharing experiences and learn-
ing from each other, which limits their overall
knowledge.

Many testers are self-educated and have lim-
ited education on the subject [23]. They require
additional training [24]. This limited knowledge
also results in a limited view about software
testing techniques [25]. Technology transfer be-
tween research and industry is often limited, in
consequence, not all new testing techniques are
directly applied in industry [26].

Testers gain various types of knowledge and
experiences from their work in software projects.
Sharing this knowledge can help to avoid mak-
ing similar mistakes and optimize testing activi-
ties. Efficient organizational knowledge sharing
requires establishing efficient KM practices for
knowledge creation, documentation, and man-
agement.

The primary objective of KM in software
testing is to transfer testing knowledge and ex-
perience between individuals in the same way as
testing documentation as well as utilizing tacit
knowledge for supporting test design, execution,
and interpretation. KM supports test planning,
test result analysis and test outcomes [27]. The
test design phase is also heavily dependent on
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KM as it involves findings the test conditions and
objectives and choosing the relevant information
to implement planned test cases. Knowledge also
helps to establish the satisfaction criteria against
the testing outcomes.

KM supports testing techniques selection as
it is often based on testers’ experience and intu-
ition, gained from various sources, such as testing
the previous versions of the system, involvement
in analysing and fixing the defects, working on
development and maintenance as well as working
with similar software systems [27]. Finally, KM
strategies help to increase the effectiveness and
efficiency of product testing [28]. Applying KM
in software testing is essential to increase the
testing level and enhance software quality [26].

2.2. Related work

Several studies looked into the state of the art
solutions and practice of utilizing KM for soft-
ware testing, e.g., [26]. Desai et al. [6] outlined
the challenges faced due to the lack of KM, such
as less re-use of software testing knowledge, bar-
riers in the transfer of software testing knowl-
edge, difficulties in achieving the most optimum
distribution of human resources, etc. Taipale et
al. [29] discussed KM practices in software testing
and how to enhance the testing practices using
KM strategies in organizational units. Wei et
al. [14] discussed the implementation of the KM
framework in mobile software systems testing
and how it benefits the organization concern-
ing decreased costs and increased productivity.
Beer et al. [27] stressed that exploratory testing
(described as simultaneous learning, test design,
and test execution) requires substantial experi-
ence. De Souza et al. [1] discussed KM about
software testing aspects, testing processes, test
phases, test cases and testing techniques, etc. In
a similar way, aspects that are related to KM
practices are discusse, they encompass, e.g., KM
model, knowledge capturing, knowledge elicita-
tion, knowledge retrieval, knowledge dissemina-
tion. KM has been investigated for two decades
and many tools and techniques were suggested,
e.g., methods, tools, techniques, knowledge on-
tologies, knowledge maps, intranets, just to name

a few. Most of the studies focus on storing ex-
plicit rather than tacit knowledge and only some
studies provide empirical evidence [4, 6, 7, 29, 30],
e.g., storage and re-use of test cases [1]. At
the same time, many studies focus on imple-
menting a KM framework to strengthen soft-
ware testing process [5, 7]. From the surveyed
papers, the following research gaps were identi-
fied:
– storing tacit knowledge and using appropriate

testing aspects and techniques,
– focusing on the testing aspects and testing

techniques and their importance in utilizing
KM practices.
To summarize, so far no study has focused on

identifying what type of knowledge is required
to perform a particular kind of software testing
techniques. This paper fills this research gap
by explicitly focusing on finding out the testing
techniques and the testing aspects that benefit
from KM.

3. Research questions

This study has two goals: 1) to investigate which
software testing aspects and techniques receive
more attention when applying KM and 2) to
identify the challenges faced due to the lack of
KM practices.

These goals are detailed into the three re-
search questions:
– RQ1: What are the KM and testing aspects

that receive more attention while applying
KM in software testing literature?
Motivation: RQ1 is inspired by De Souza
et al. [1] who conducted a systematic map-
ping to find out the studies related to KM
in software testing. De Souza stated various
testing aspects that get attention while ap-
plying KM in software testing literature but
lacked the analysis of the importance of each
testing aspect for KM. This paper focuses on
identifying which testing aspects investigated
in the literature in empirical studies.

– RQ2: What software testing techniques ben-
efit most from the application of KM prac-
tices?
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Motivation: RQ2 is partly based on the
work of de Souza et al. [1] and Beer and
Ramler [27], who claimed that exploratory
and Ad-hoc testing techniques benefit from
the application of KM. The paper further
explores De Souza’s findings as well explores
more techniques which might be considered
as important in the context of KM.

– RQ3: What are the challenges faced due to
the lack of KM practices in software testing?
Motivation: RQ3 is inspired by Liu et
al. [30] who identified the challenges that
are faced due to the lack of KM. This article
further explores their findings and identifies
additional challenges that are faced due to
the lack of KM.

4. Research design and methodology

Many authors stressed the importance of utiliz-
ing systematic approaches for building knowl-
edge through literature, such as evidence-based
software engineering [31], information systems re-
search [32] and results from synthesis [33]. A sys-
tematic literature review study was performed
for the needs of this article in which the snow-
balling literature review method suggested by
Wohlin [34] was used, rather than a database
search based review because 1) it was difficult
to formulate a precise search creating the risk
of receiving many irrelevant and superfluous pa-
pers [34–36], 2) the interdisciplinary nature of the
studied area makes the database selection and
the search string construction challenging [34,37],
3) snowballing is comparable to the multiple
database searches and 4) it is suitable for expand-
ing existing literature reviews with new aspects.

The principle benefits of utilizing snowballing
are that it focuses on the cited or referenced
papers, which in comparison with the database
approach reduces the noise. Moreover, it is usu-
ally true that new studies cite one article among
the previous pertinent studies or a systematic
literature review study already done in a specific
area [34].

Snowballing involves deriving the tentative
start set of papers and conducting forward and

backward snowballing in iterations. Wohlin pro-
posed to use Google Scholar to discover the
start set of papers and to evade the publisher
bias [37]. However, in certain circumstances,
Google Scholar provides significant noise and
low certainty in terms of academic quality [38].
Thereby, the Engineering Village database was
selected as the start set identification. Knisley
recommended the Engineering Village as a prior
database to search for papers in comparison with
other databases [38]. Also, it was discovered that
the Engineering Village offers auto stemming
and related papers availability as additional fea-
tures.

4.1. Data analysis

The qualitative data collected during the liter-
ature review were analysed using the narrative
analysis technique that helps to create the narra-
tive summary of the resulting studies for synthe-
sis purposes [39]. The narrative analysis does not
focus on one specific theme and therefore helps
to discover recurring themes from the obtained
data. The narrative analysis was used to develop
the paper categorization presented in Section 6.1
and the testing aspect and techniques listed in
Sections 6.4 and 6.5 The first and the second
authors iteratively analysed the results and de-
veloped the themes.

The authors also applied grounded the-
ory analysis [40, 41] mainly because they had
pre-considered thought regarding the information
they needed, contrary to what is recommended
by Glaser and Strauss [42]. In the same vein,
thematic analysis was excluded as an alterna-
tive analysis approach because it searches for
the repetitions of themes within the accessible
information [43].

4.2. Snowballing procedure

4.2.1. Deriving the tentative start set of paper

Step 1: Search string and database selec-
tion. Getting a representative and precise start
set of papers is equally challenging for snowball
as it is for the database searches [35]. A compre-
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hensive search string was developed avoid the
problem of inconsistent terminology.

The search string was formulated based
on the research questions and the keywords
derived from them, including the synonyms
and alternatives. It was iteratively developed
and it constantly enhanced available knowledge
when relevant papers identified manually were
read. When there was agreement and confi-
dence that the search string covered the aspects
that were the goal of the study, a pilot search
was performed in which the Engineering Vil-
lage database was queried and the first 500 re-
sults were analysed. Both authors screened these
results independently and later compared and
discussed relevance. The resulting search string
terms are outlined in Table 1 and grouped into
the two categories connected with the Boolean
operators.

Table 1. The keywords used to
query the Engineering Village
database and identify the start

set papers

Software testing keywords
Software testing – A1
Software test – A2
KM related keywords
KM – B1
Tacit knowledge – B2
Explicit knowledge – B3
Knowledge creation – B4
Knowledge acquisition – B5
Knowledge sharing – B6
Knowledge retention – B7
Knowledge valuation – B8
Knowledge use – B9
Knowledge discovery – B10
Knowledge Integration – B11
Knowledge theory – B12
Knowledge – B13
Knowledge engineering – B14
Experience transfer – B15
Technology transfer – B16

The search string run in the Engineering Vil-
lage database was composed of the following
Boolean formula: (“A1” OR “A2”) AND (“B1”
OR “B2” OR “B3” OR “B4” OR “B5” OR “B6”

OR “B7” OR “B8” OR “B9” OR “B10” OR “B11”
OR “B12” OR “B13” OR “B14” OR “B15” OR
“B16”).
Step 2: Tentative start set of papers. The
search string was executed in the Engineering
Village database and resulted in 4832 hits. Next,
the inclusion criteria outlined below were ap-
plied, including only the papers written in En-
glish (IC1), which resulted in 2774 candidates
and additional 85 were removed as they were
not peer-reviewed (IC2). Next, the 2689 can-
didates were screened and 2404 were excluded
based on title screening (IC4). The abstracts
for the remaining 285 candidates were read and
63 papers were accepted. Later the introduction
and conclusion sections of the 63 papers were
read and as a result, 32 candidates were kept. Fi-
nally, the full papers were read and independent
judgments regarding if they should be included
or not were performed. The application of all
inclusion criteria and the full read resulted in 16
candidate papers. These were analysed looking
at their authors and publication venues. There
were 3 papers which were excluded because they
had a low number of references or citations and
were less relevant for the scope of this study. As
a result, the 13 papers that were left were heav-
ily cited and had the most relevant references
that increased the likelihood of better coverage
of relevant studies [34]. The following inclusion
criteria were used:
– IC1: Articles that are written in English and

are published between 2003–2015. The pri-
mary reason behind choosing papers from
2003 or later is that KM initiatives in soft-
ware testing were established around 2003 [1],

– IC2: Peer-reviewed articles published in rele-
vant venues (conferences, workshops or jour-
nals in software engineering, software test-
ing and knowledge management, computer
science, information technology and science,
computing and computer applications)

– IC3: Articles available in full text
– IC4: Articles that focus on KM practices used

for supporting software testing (design, ex-
ecution, and analysis) and/or deal with the
industrial challenges due to the lack of KM
under software testing.



56 Krzysztof Wnuk, Thrinay Garrepalli

4.2.2. Forward and backward snowballing
in iterations

On the start set of 13 papers [1, 3–7, 9, 14, 27–
30,44], five iterations of backward and forward
snowballing were performed, see Table 2 for de-
tails. Backward snowballing was conducted by
looking at the references of each paper in parallel
with forward snowballing by looking at citations.
Google scholar was used to extract the citations
for each of the papers. Both references and cita-
tions were inserted in an Excel file where both
titles and abstracts were collected. The second
author screened these citations and references
in each of the iterations and categorized them
into NO, MAYBE and YES categories. Next,
the first author screened the MAYBE and YES
papers and used his judgment whether they were
relevant. After a discussion and reaching an agree-
ment, the relevant candidates were included in
the next iteration. The same inclusion criteria
were used for all snowballing iterations.

4.3. Data extraction and synthesis

The data extraction properties outlined in Ta-
ble 2 were derived during several discussions be-
tween the authors. The data were extracted into
a spreadsheet where categories are mapped to the
research questions. The data analysis checklist
was also developed where the fulfillment of each
of the aspects could be partial or full.

The second author performed the data extrac-
tion, supported by the discussion with the first
author. The extracted data were synthesized by
performing a narrative analysis as per the guide-
lines provided by Cruzes et al. [39] and Rodgers
et al. [45]. Patterns in data were identified, and
these patterns were grouped into various themes.
To strengthen reliability, rigor and relevance cri-
teria were applied for each paper, see Section 4.4.

4.4. Quality assessment based on rigor
and relevance

The rigor and relevance assessment method was
utilized according to the guidelines provided
by Ivarsson and Gorschek [46]. Previous au-

thors [47, 48] demonstrated that rubrics built
the unwavering quality of the assessments as per
the terms of inter-rater agreement among the
researchers. The second author performed the
data extraction supported by the first author who
evaluated the results with objectivity in mind.
Each paper was allotted with a score utilizing
the objective criteria, customized for this study.
No significant changes to the rigor and relevance
scores suggested by Ivarsson and Gorschek were
made, see Table A in Appendix A.

The secondary studies (literature reviews)
were evaluated using different criteria. Firstly,
it was evaluated if the motivation behind con-
ducting the literature review was clearly stated.
Secondly, the review process was examined, and
a search for the precise descriptions of the search
strategies and search strings, clear definition of
acceptance criteria and unambiguous judgments
of the validity of the identified studies was con-
ducted. There was also a search for methodologi-
cal flaws [49]. Finally, the empirical support for
the claims provided by the secondary papers was
sought and it was checked how well the empirical
data were analysed. The fulfillment of each of
the criteria was estimated as Yes, No, Maybe.

5. Results of the snowballing
iterations

As a result of the above examination 13 pa-
pers (marked as P1 [5], P2 [3], P3 [4], P4 [6],
P5 [14], P6 [1], P7 [29], P8 [9], P9 [30], P10 [27],
P11 [28], P12 [7], P13 [44]) were chosen for the
start-set from the 4832 candidate papers ob-
tained from the Engineering Village database.
Table 3 presents the summary of the snowballing
iterations regarding the number of references and
citations screened in each iteration.

Based on backward snowballing in five itera-
tions, 843 references were thoroughly examined
and evaluated among which 137 were removed
based on the publication type, 7 did not match
the Language criteria, 40 were duplicates, 323
were dismissed based on title screening, 84 were
dismissed based on the year of publication, 202
were dismissed after reading the abstract, 11
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Table 2. Data extraction strategy

Category Data properties Mapping to
research questions

General information Author(s), Title, Publication Year, Abstract, Conclusions RQ1, RQ2, RQ3

Type of Study
Evaluation study, Validation study, Proposing a solution,
Opinion papers, Personal experience papers, Observational
research

RQ1, RQ2, RQ3

Research methods Case study, Survey, Mapping study, Experiment, Grounded
theory, Action research, Unclear RQ1, RQ2, RQ3

Study aims research
outcomes

Does the study specify aspects of software testing that
receive more attention while KM is applied? RQ1

Does the study specify any software testing techniques i.e.,
test design, test execution, test result analysis that benefit
from the application of KM in Software testing?

RQ2

Does the study provide any problems or challenges reported
due to lack of KM practices in software testing? RQ3

Data analysis
Aspects of software testing that receive more attention while
KM is applied in software testing are properly specified
(yes/no/partially)

RQ1

Data analysis Software testing techniques that benefit from the application
of KM are properly specified (yes/no/partially) RQ2

Data analysis Problems or challenges faced due to lack of KM practices in
software testing explained (yes/no/partially) RQ3

were excluded after reading the full text and 26
were dismissed as their full text was not avail-
able. Finally, 12 papers were obtained based on
backward snowballing in five iterations.

During forward snowballing, 614 citations
were analysed in five iterations among which 43
turned out to be duplicates, 89 citations were
removed based on the publication type, 248 were
excluded based on the title, 203 were removed
after reading the abstract, 7 were omitted based
on the language in they were published, i.e. other
than English, 13 papers were removed after read-
ing the full text and 2 were removed due to the
unavailability of a full text. Finally, 10 papers
were selected.

6. Literature review results analysis

35 papers were identified in five snowballing it-
erations among which 31 were primary and 4
were secondary studies. Figure 3 depicts the pa-
per distribution over the years. Only five papers
were written between 2003 and 2005 indicating

that the research in KM in software testing be-
came more common after 2003. Much of the
work under KM in software testing was done
during 2006–2009 meaning that the organiza-
tions started taking interest in utilizing KM in
software testing to gain benefits and overcome
the issues associated with software testing due to
the lack of KM. Still, we see no clear increasing
trend in Figure 1.

Out of 35 analysed papers 21 studies are con-
ference articles indicating that conferences are
the primary venue for communicating research in
KM for software testing. Journals correspond to
34% of the studies (14 out of 35). Table A in Ap-
pendix A provides the list of publication venues.
It appears to be clear that not only software en-
gineering venues are utilized for communicating
research about KM in software testing.

Next, it was analysed which of the three RQs
each of the papers addressed. It turned out that
23 out of 35 studies reported various KM aspects
(RQ1) during software testing, 12 papers dis-
cussed challenges (RQ3) faced due to the lack of
KM practices in software testing, while ten stud-
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Table 3. The summary of the number of citations and references screened in each snowballing iteration.
I – Iteration, FS: Forward Snowballing, BS: Backward Snowballing, D – Duplicate, T – Based on Type,

N – Based on Name, Y – Based on Year, L – Based on Language, EA – Excluded after reading the abstract,
EF – Excluded after reading the full text, FN – Full text not available, IA – Included after reading Abstract,

IF – Included after reading full text

It-
era-
tion

FS/BS Papers rejected
from FS and why

Papers rejected from BS
and why

Papers
considered from
FS and why

Papers
considered from
BS and why

I1 140/346 D: 6, T: 19, N: 41,
EA: 66, L: 3

T: 51, L: 5, D: 16, N: 105,
Y: 44, EA: 87, EF: 11,
FN: 20

IA: 4, IF: 2 IA: 4, IF: 2

I2 164/262 D: 13, T: 31, N: 55,
L: 4, EA: 54, EF: 4

N: 135, D: 5, Y: 21, T: 37,
L: 2, FN: 5, EA: 53

IA: 2, IF: 1 IF: 4

I3 294/178 D: 19, T: 39,
N: 145, FN: 2,
EA: 79, EF: 9

T: 44, D: 13, N: 61, Y: 14,
EA: 44, FN: 1

IF: 1 IA: 1

I4 12/50 D: 4, N: 5, EA: 3 D: 4, N: 19, T: 5, Y: 5,
EA: 16

– IF: 1

I5 4/7 D: 1, N: 2, EA: 1 D: 2, N: 3, EA: 2 – –

Figure 1. Publications over the years

ies focused on KM in testing techniques (RQ2)
and helping testers to select better testing tech-
niques.

6.1. Categorization of papers based on
research methodology and
studytype

In the analysed group 31 studies were primary
studies and four were secondary studies (two
systematic literature reviews and two systematic
mapping studies). The 31 primary studies were
categorized according to the research methodol-
ogy (i.e. case study, survey, experiment, etc. as

defined by Runeson et al. [50] and the type of
study (i.e. evaluation, proposal, solution, opinion,
experience based, etc. and constraints as defined
by Wieringa et al. [51].

Evaluation research which utilized the case
study research method dominated among the
chosen papers – 16 articles [P2, P3, P4, P5,
P8, P11, P12, P13, P18, P20, P25, P30, P31,
P33, P34, P35] of which 3 were interview stud-
ies [P2, P11, P31], categorized as qualitative
case studies. Evaluations using frameworks were
found in 5 papers [P9, P14, P15, P27, P29].
The framework-proposal category encompassed
4 papers [P17, P22, P23, P26]. Two papers
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Figure 2. Categorization based on the type of the study and the research methodology aspects

were classified as case study-validation [P7, P10]
and two papers as the tool a proposal-solution
[P21, P32]. Finally, the categories such as case
study-proposal [P19] and survey-evaluation [P1]
received only one paper, see Figure 2 for de-
tails.

6.2. Quality assessment based on rigor
and relevance

Figure 3 depicts the Rigor and Relevance analysis
results where the primary studies are categorized
into four quadrants (A, B, C and D) according
to their rigor and relevance scores. The process
of classification is detailed below.
– Papers which fall under the score from (0–1.5)

are categorized as low rigor and those that
fall in between the score of 2 as high rigor.

– Papers with the score from (0–2) are consid-
ered to have low relevance and the papers
that fall score 2.5 or above are considered to
have high relevance.

Altogether 13 studies were characterised as hav-
ing high rigor and high relevance, quadrant A in
Figure 3, and these outcomes are the most reli-
able. Also, 12 studies were classified under quad-

rant C with high relevance and low rigor. Six
papers fell under category D, which means they
were characterised by low rigor and low relevance,
where relevance scores prevail over rigor scores,
see Table B in Appendix B for rigor and relevance
scores.

6.2.1. Quality assessment of secondary studies

Table 4 shows the results of the quality assess-
ment of secondary studies [P6, P16, P24, P28].
It was concluded that the four identified sec-
ondary studies present high quality and therefore
trustable literature reviews.

6.3. KM aspects discussed in the
selected studies (RQ1)

The subject of 23 studies were KM aspects which
testers focus on during software testing, see Ta-
ble 5. It occurred that 13 studies focused on
knowledge representation while 12 studies fo-
cused on knowledge capturing. There were 8 pa-
pers which focused on knowledge management
systems and 8 papers presented knowledge man-
agement models.
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Figure 3. Rigor and relevance analysis results

Table 4. Quality assessment for secondary studies

Quality assessment question P6 P16 P24 P28
Is the motivation behind conducting systematic literature review and mapping
clearly expressed and defined?

Yes Yes Yes Yes

Is the process of conducting systematic literature review or mapping clearly
stated?

Yes Yes Yes Partial

Is there any empirical evidence for the stated systematic literature review or
mapping study?

Yes Yes Yes Yes

KM systems (KMS) are necessary to enable
successful KM. Huseman and Goodman [52] con-
sider KMS as an essential source for competitive
advantage while Rajiv and Sarvary [53] claim
that organizations without strong KM systems
work inefficiently, which consequently influences
their quality of work.

Eight studies [P1*, P3, P4, P5*, P8, P9, P12,
P19] (in this notation an asterisk (*) indicates
a paper with high rigor and relevance scores)
proposed various KMSs and discussed their im-
portance for software testing. KMS were used to
store, manage, search and share various kinds of
knowledge with the help of knowledge documents
[P3, P4, P9, P19], to store tacit knowledge to
be reused by searching the relevant documents

and resolve any raising issues [P12] or store and
maintain daily and weekly tester discussions in
a knowledge map [P8] or, also, store the experi-
ence gained in earlier testing cycles [P5*].

KMS provide several benefits, e.g., they help
to reduce effort during testing, increase software
quality [P1*, P5*], help the organizations adapt
to turnover and faster respond to changes and
downsize by making an experience of each in-
dividual widely accessible [P4]. It is interest-
ing to note that all the eight papers focused
on the importance of KMS and their benefits,
rather than the details of how these systems
are built and what strategies were used dur-
ing their development. Thus, future research
should focus on the strategies to be used to
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Table 5. Research Focus on KM aspects over the years

KM aspect 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
KM System
(KMS)

– – – P12 P5* P19 P3
P9

– P1*
P4

P8 – – –

KM Models P27 – – – – P19 P3
P9

– P1* P8
P25*

P2* – –

Knowledge
Representa-
tion

– P15* P14* P18
P29

P5* P19 P3
P9

– P34 P8 P32
P33

P22 –

Knowledge
capturing

– P15* P14* P18 P5* P19 P3
P9
P35*

P26
P35*

P1* – P2* P21 –

Knowledge
retrieval

– P15* P14* P18 P5* P19 P3
P9

– – – P2* – –

Knowledge
dissemination

– – – P23 – – – – P1* – P2* P21 –

Knowledge
elicitation

P27 – – – P5* – – – – – P2* – –

Knowledge
packaging

– P15* P14* P18 – – – – P1* – – – –

Knowledge
evolution

– P15* P14* P18 – – – – – P8 – – –

Knowledge
acquisition

– – – P29 – – – – – – P32
P2*

P21 –

Generala P17 P28 – – P6
P7*

P10* P13
P20*
P30*

– – – P16
P11*
P24

P6 P31*

aNot focusing on any KM aspects but provides tools that support KM and knowledge or just defining KM aspects
without implement them.

build an effective KMS and its usage in case
study context.
KM models are models used for knowledge
management and knowledge process aspects,
such as knowledge carriers and knowledge tech-
nologies. Eight studies [P1*, P2*, P3, P8,
P9, P19, P25*, P27] focused on KM models.
Three studies [P3, P9, P19] used communication
databases enriched by knowledge maps and test-
ing knowledge databases. KM models can also be
created based on reusable test case repositories
extracted from similar projects or individuals’
tacit knowledge and testing projects data by test
specialists [P8].

KM models bring several benefits, e.g., in-
crease test case reuse [P8], increase quality and
decrease development time [P1*], develop testing
lesson learned systems [P2*], or identify gaps in
KM practices and fill in these gaps with potential
solutions [P27].

Two models for building KM models were
identified. The first model contains four phases:
1) absorption is related to acquiring new knowl-
edge from the external environment of the or-
ganization, i.e., experts are brought into the
organization, 2) diffusion concerns the dissem-
ination of knowledge among individuals in the
organization, i.e., these issues which are mostly
resolved in email/discussion lists, search engines,
best practices, 3) generation involves the improve-
ment of new knowledge and the procedure of
turning tacit knowledge into explicit information,
i.e. through brainstorming sessions, joint design
and source studies, 4) exploitation is referred
to as the commercialization of knowledge [P27].
The second model contains five steps: 1) identify
knowledge needs, 2) create knowledge, 3) store
knowledge, 4) organize knowledge and 5) share
knowledge [P25*].
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The identified KM models focus on acquir-
ing, improving, disseminating and storing testing
knowledge. These findings may help to under-
stand that KM models contributed to the in-
crease in the reuse of testing knowledge in some
papers [P25*, P27, P3, P9, P18].
Knowledge representation focuses on repre-
senting test knowledge through various tools that
support knowledge storage, e.g., ontologies, Soft-
ware Requirement Specifications (SRSs), Test
Procedure Specifications (TPSs), etc. Thirteen
studies [P3, P5*, P8, P9, P14*, P15*, P18, P19,
P22, P29, P32, P33, P34] focused on knowledge
representations which were categorized into:
– Ontologies [P3, P8, P9, P19, P22, P29, P32],

TPSs and SRSs as explicit knowledge repre-
sentations. Ontologies serve as a medium in
describing relative concepts, attributes and
relations connected with knowledge [P3, P9,
P19], they are also used to generate test cases
for GUI testing [P34], or as the knowledge
representation for performance testing [P22].
Ontologies were also used as knowledge rep-
resentations for test case reuse [P8] and for
supporting acquisition, organization, reuse
and sharing testing knowledge [P29, P32].
Testing activities can be performed based
on the ontologies associated with a software
project [P29, P32]. Ontologies support test
case generation from various artefacts in dis-
similar domains [P33] or for organizational
discussions [P2]. These results suggest that
developing an ontology that possesses all of
the above characteristics could result in gen-
erating productive testing outcomes. It is also
worth exploring how to use these ontologies
and strategies rather than how to develop
them [P3, P9, P19, P22, P29, P32].

– Characterization schema [P14*] that contains
test objectives, test scope, required testing
technique, test case generations, and test
tools is applied in post-project evaluations
and summaries of experiences from testing
activities. A characterization schema is a tool
that supports knowledge representation. Ve-
gas et al. developed and empirically evaluated
the schema for assisting testing technique se-
lection that generates a valid test case for

a given project [P14*]. This study suggests
effective schema generation for test design
technique selection.

Knowledge capturing includes codifying and
documenting analytical testing knowledge in
a manner that individuals can adapt and re-use
for specific purposes. 13 studies [P1*, P2*, P3,
P5*, P9, P14*, P15*, P18, P19, P21, P26, P33,
P35*] focus on capturing testing knowledge in
terms of using: 1) lessons learned, experiences,
successes and failures [P2*], 2) knowledge of in-
dividuals from discussion forums and documents
[P3, P9, P19], 3) external knowledge and its
relation to internal knowledge [P1*], 4) feedback
given by both producers and consumers using
characterization schemata [P14*, P15*, P18],
5) experience and knowledge gained from ap-
plying various testing techniques [P26]. Three
papers specified capturing general testing knowl-
edge, e.g., knowledge and experience are recorded
and represented to as a substantial quantity
of component sequence in an XML file [P35*],
recorded into a formal form (issue spreadsheet)
[P5*] or in wikis [P21].

What is surprising is that the identified stud-
ies focus on Externalization (tacit to explicit),
Internalization (explicit to tacit) aspects leaving
aside Socialization (tacit to tacit) and combina-
tion (grouping all the explicit knowledge).
Knowledge acquisition is the focus of four
studies [P2, P21, P29, P32] with the help of wikis
[P21], ontologies [P29, P32] or lessons learned
[P2]. Surprisingly, the studies do not outline any
process that needs to be executed while defin-
ing the rules unlike [P14*] which outlined such
a 10-step process for knowledge capture. It can
thus be concluded that researchers should fo-
cus on knowledge acquisition processes and tech-
niques.
Knowledge elicitation is the focus of three
papers [P2*, P5*, P27]. They utilized: 1) an ar-
chitectural model for knowledge elicitation based
on the lesson learned systems (a KM manager as
well as expert testers verify the elicited knowl-
edge) [P2*], 2) eliciting expert knowledge when-
ever it is required and capturing it in spread-
sheets [P5*] or 3) acquiring knowledge from
the external environment during the absorption
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phase [P27]. The architectural model presented
by Andrade et al. [P2*] focuses on 1) defining
the structure of software testing lessons learned,
2) setting up the procedures for the management
of lessons learned and 3) supporting the design
of tools that manage lessons learned. Despite
promising results, papers [P5*, P27] proposed
only the knowledge elicitation tools and failed to
provide the processes for knowledge elicitation.
Knowledge dissemination covers disseminat-
ing testing knowledge through various KM prac-
tices, such as internalization, externalization,
combination, and socialization. Only four studies
[P1*, P2*, P21, P23] focused on the ways to dis-
seminate testing knowledge. In two studies [P1*,
P21], knowledge is available in a useful, readable
format to the individuals who need it. Andrade
et al. used active knowledge dissemination, where
the software testing lesson learned systems dis-
seminate the lessons learned as per various pa-
rameters (e.g., scattering of conceivably helpful
lessons learned towards the beginning of every
testing activity using a testing activity descrip-
tor). The second way is passive knowledge dis-
semination where the user is responsible for com-
municating the software testing lessons learned
system and asking for the conveyance of lessons
learned [P2*]. Lee developed a KM framework
with seven cyclic steps for disseminating testing
knowledge: identify relevant knowledge, collect
the knowledge that is needed, adapt knowledge,
organize knowledge in a readable format and
apply the knowledge assets to situations where
there is a need for it [P23].
Knowledge retrieval covers returning testing
information in a structured format contrary to
just capturing the knowledge. Eight studies [P2*,
P3, P5*, P9, P14*, P15*, P18, P19] focused on
knowledge retrieval mechanisms and tools or arte-
facts that support them. Three studies [P14*,
P15*, P18] provided a systematic structured for-
mat of storing the knowledge regardless of the
testing technique.
Knowledge packing covers strategies or meth-
ods used in packing captured knowledge, e.g.,
knowledge databases. In [P14*, P15*, P18],
a characterization schema encompassing various
attribute levels, such as tactical, operational and

historical, was developed for packaging the expe-
rience of individuals for various testing activities.
In [P1], knowledge packing is done with the aid
of a KM System by following the knowledge
lifecycle from acquisition to an application.
Knowledge evolution covers evolution aspects,
such as the evaluation and maintenance of test-
ing knowledge. There were four studies [P8, P14,
P15, P18] covering this aspect. Three studies
propose a characterization schema [P14*, P15*,
P18] where a librarian maintains the repository
by taking care of the coherence of the infor-
mation it contains and updates the repository
based on the feedback provided by consumers
and producers. In one study, a knowledge an-
alyst is assigned to analyse conducted discus-
sions and update the knowledge repository [P8].
Three studies consider knowledge evaluation as
the most important element [P14*, P15*, P18]
but fail to provide methods, steps and strate-
gies for supporting knowledge evolution and
thereby recommendations for software organi-
zations.

6.4. Software testing aspects that benefit
from the application of KM
practices (RQ1)

In the studied group 9 studies [P2, P3, P6, P9,
P16, P19, P23, P24, P27] provide only a general
discussion about KM and how to apply knowl-
edge in software testing, however, they lack dis-
cussions on specific testing aspects. Two studies
[P5, P7] focused on dealing with KM applied in
a project where testing is outsourced to a third
party (this is not considered a testing aspect).
The only difference is that the process is carried
out elsewhere but all the activities of this process
are similar. The remaining papers are analysed
according to the following testing aspects that are
summarized in Table 6 and the research focus on
the testing aspects over the years is summarized
in Table 7.
Testing process. Seven studies [P1*, P4, P12,
P21, P25*, P29, P32] focus on KM in the con-
text of a testing process (test planning, test case
design, test execution and test result analysis),
see Table 7.
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Table 6. Description of the testing aspects analysed in the study

Testing aspect KM utilization
Testing process
(7 studies)

Test planning: The main aim is to manage knowledge in the context of test scenario
creation, test cases design, data preparation as well as a test environment.
Test execution: the goal is to manage knowledge during test execution, in a number
of test cycles on the basis of the project. For example, most of the projects run two test
cycles by adhering to time and cost conditions.
Test result analysis: The aim is to manage knowledge during test result analysis.

Test cases and Manage knowledge about the test cases. For example: reusing the test cases
code (3 studies) Manage knowledge about the test code (which takes into account test scripts and drivers)
Testing phases
(2 studies)

Apply KM strategies to phases in software testing such as unit testing, component
testing, integration testing, system testing, acceptance testing, alpha testing, beta
testing.

Testing
techniques
(10 studies)

Manage knowledge on testing techniques, to help testers to choose a better suited testing
technique for designing test cases, executing and analysing the tests.

Testing types
(6 studies)

Manage knowledge in a specific software testing type such as GUI, load testing etc.

Testing
resources and
tools (2 studies)

Manage knowledge about usage of testing tools or resources.

Table 7. Research focus on testing aspects over the years

KM aspect 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
Testing
process

– – – P12
P29

– – – – P1*
P4

P25* P32 P21 –

Test case and
code

– – – – – – P35* P26 – P8 – – –

Test levels
and testing
phases

– – – P29 P5* – – – – – – – –

Testing
technique

P17 P15*
P28

P14* P18 – P10* P13
P20*
P30*

– – – P11* – –

Testing type – – – P12 – – P33
P35*

– P34 – – P22 P31*

Testing
resource

– – – P29 – P10* – – – – – – –

General P27 – – P23 P5*
P7*

P19 P3
P9

– – – P2*
P16
P24

P6 –
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Abdullah et al. [P1*] focus on utilizing a com-
munity of practice for managing testing knowl-
edge. Their model involves community of prac-
tice, KMS functionality in software testing and
KMS architecture. The software testing process
structures the testing knowledge, i.e. it begins
with the system requirements for product specifi-
cation and development, which comprises system
design and coding, and proceeds to the verifica-
tion and validation of product.

Desai et al. [P4] reported that KMS inte-
grated with software testing, data warehousing,
and mining helps to store and retrieve relevant
knowledge and to discover different modules
which are scattered along memory locations. This
improves the software testing process, including
test planning, test case development, test execu-
tion, test result analysis and reporting.

Nogeste et al. [P12] concluded that apply-
ing KM improves test planning and increases
tacit knowledge capturing for subjects not expe-
riences in KM. Abdou et al. [P21] advocate that
a software testing process should be enriched
with solutions used by Open Source Software
communities regarding test planning, forming
test design, considering test specifications, test
implementation, deriving test cases or test suites,
test execution, accepting test results.

Sirathienchai et al. [P25*] proposed three
models for test planning, test preparation and
test reporting which leverage on KM. Firstly,
cost assessment is performed, followed by the
performance evaluation of the software testing
process performed by different experienced per-
sonnel utilizing the project duration, cost, and
quality. Finally, a comparative financial anal-
ysis is done to find the best solution by re-
turn on investment, payback, and benefit cost
ratio. The findings from the case study re-
vealed that the long-term continuous investment
on KM can improve the testing process per-
formance more efficiently than the short-term
counterpart.

Barbosa [P29] defined a testing process based
on an ontology that combines the development
paradigm and the testing strategy. This ontology
(Reference Ontology on Software Testing) cap-
tures the relevant testing knowledge and stores

it in a repository. Individuals can use the stored
knowledge during testing. The main difference be-
tween ROost and other ontologies is that ROost
was developed mainly following a well-established
method named SABiO, which was used in several
ontology development efforts [54]. ROost covers
aspects related to the software testing process
and its activities, artefacts that are utilized and
produced by the activities, testing techniques for
test case design and test environment including
human, software and hardware resources similar
to OntoTest [P29] with a prime motive to manage
testing knowledge.
Test case and test code. Three studies [P8,
P26, P35*] discussed the use of KM in test cases
and test code reuse. Li et al. used an ontology
representation and a knowledge model [P8] for
test case reuse. Upheld by the management level,
a testing center built a reusable test case reposi-
tory with more than 12,000 cases, complemented
with an organizational exchange library. The case
study results demonstrate that the effectiveness
and efficiency of the test case design and the work
circumstances of test engineers and managers
were improved.

Nasser et.al [P26] suggested a knowledge-based
software test generation framework that permits
to characterize the domain and system specific
coverage criteria for different software artefacts
and domains, specifically concentrating on test
cases. By utilizing the custom coverage criteria,
test specialists can control what tests are to
be incorporated in generated test suites. For
this reason, the framework used reasoning with
ontologies to address the test case selection issue
for re-use. Based on the ontology, test individuals
can choose and select relevant previous test cases
for a given project.

Li [P35*] presented a test case generation
model based on test code reuse for GUI testing.
The testers experience is recorded and repre-
sented as extensive segments in an XML docu-
ment, where segments are the instances defined
in a GUI ontology. Next, all components that
are related to data elements are distinguished
and marked in a sequence which is connected
to data elements. In step 4, for each sequence
set, data dependent elements among user related
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components are recorded. In step 5, for every sort
of knowledge components, the outcomes with
comparative sensible relations are figured out,
and if the recurrence of a legitimate connection
surpasses the normal level, they are concluded
as a rule for test case generation. This approach
was evaluated in a case study which indicated
that test case generation for GUI testing was
found more efficient.
Test levels or testing phase. Two studies
[P5*, P29] focused on the application of KM at
a specific testing level or phases such as unit,
integration or system testing. Wei and Ying
[P5*] emphasizes that to deliver high quality
and high productivity of testing during system
testing, a KM framework should be integrated
into the organization in such a way that test
knowledge can be shared between individuals in
the organization to sustain the system test and
maintain the quality of testing. Barbosa et al.
[P29] suggested an ontology which captures all
the relevant knowledge that takes place during
the testing phases and stores it in the reposi-
tory.
Testing techniques. Ten studies [P10*, P11*,
P13, P14*, P15*, P17, P18, P20*, P28, P30*]
discussed KM and software testing techniques.
Test case generation is one of the leading as-
pects of software testing and is closely linked
to the selection of testing techniques [55]. Vegas
and Basili [P14*, P15*] proposed a characteri-
zation schema that includes comprehensibility,
the maturity level of the individuals performing
testing, cost of application, inputs, dependencies,
repeatability, software type, experience required
to use a given technique and knowledge required
to apply this technique. Beer and Ramler [P10*]
claimed that ad hoc testing, subsuming casual
testing methodologies and exploratory testing, is
benefited through the application of KM prac-
tices, where test case design and execution are
interwoven to design new test using the informa-
tion and experience gained constantly.

Itkonen et al. [P11*] suggested that ex-
ploratory testing techniques benefit from adapt-
ing KM practices. Knowledge in exploratory test-
ing can be utilized as data to guide exploratory
test design and to perceive failures, e.g., as a test

oracle to differentiate between an expected cor-
rect outcome and an incorrect defective out-
come [56]. Moreover, knowledge together with
the observed actual behavior of the tested system
can be utilized to make new better tests during
exploratory testing. The authors also found that
as the domain knowledge, the system knowledge
and generic knowledge are required to recognize
failures.

Koznov et al. [P13] claimed that one of the
main obstacles in transferring formal methods to
industry is a lack of KM methods in this area and
focusing on explicit rather than tacit knowledge,
e.g., model based testing needs well defined and
documented requirements which are not set in
industrial projects. Tinkham and Kaner [P17]
listed the factors which contribute to a tester’s
choice of exploration style, such as tester’s skills,
experience, detailed knowledge on the usage of
a technique and personality (including learning
style). All these factors are essentially for a per-
fect utilization of exploratory testing which hap-
pens through capturing, storing testing knowl-
edge which, in turn, can be done through KM
practices. Itkonen et al. [P20*] indicated that
knowledge engineering techniques play a crucial
role for more effective use of testing techniques.
Testing type. It deals with selecting software
aspects to be tested, while the testing techniques
deal with how a specific part of the software will
be tested. Six studies [P12, P22, P31*, P33, P34,
P35*] focused on managing knowledge in a spe-
cific software testing type, such as performance,
GUI, endurance testing.

Nogeste and Walker [P12] conducted a case
study which proved that a KM based regression
process is necessary since regression testing is
heavily dependent on tacit and explicit knowl-
edge identification, collection, sharing and docu-
mentation.

Frietas and Vieria [P22] developed an on-
tology for the core knowledge used for perfor-
mance testing. Since ontologies serve as the rep-
resentation of domain knowledge that empow-
ers knowledge sharing among different applica-
tions, the paper investigated the impact of on-
tologies on performance testing. The results in-
dicate that this ontology can also be extended
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to endurance and stress testing both of which
are subclasses of performance testing for better
results.

Valeh et al. [P33] applied knowledge manage-
ment techniques in automated software testing
to enhance the control over test generation. The
results indicate that the use of ontology brings
benefits for the automated testing specification
of extensible test oracles which can model test
specialists’ mental model and lend themselves
to define custom coverage criteria. The system
grants control to a test specialist to determine
or indicate which test cases ought to be pro-
duced and generated to increase the quality of
test suites. Moreover, the produced test suite
ontology is programming language independent
and can be deciphered into various languages
and reused.

Gentry and Shirazi [P31*] discovered that
Canadian software development organizations
utilize in-house manual software testers when
tacit knowledge is obliged to successfully test
a software application. Software development
companies will probably keep manual testing
in-house, since the relationships between testers
and other internal employees may build the via-
bility of testing. Software development organiza-
tions are more averse to outsource manual testing
when domain specific knowledge is essential to
test the product.

Nasser et al. [P34] proposed ontology-based
test case generation to facilitate GUI testing and
produce test cases from the users’ viewpoint. GUI
testing is knowledge-intensive and requires both
the knowledge of GUI systems and extensive
experience, hence a knowledge-based technique
was suggested.

Li et al. [P35*] proposed an ontology based
semi-automatic approach to generate test cases
using testers’ experience. The approach is based
on a GUI testing ontology and examines the
source code with reverse engineering techniques.
Secondly, the test case generation rules are ex-
tracted from the testers’ experience. The evalua-
tion results indicate that the usage of knowledge
representations and management provides sup-
port in test case generation for GUI testing in
terms of greater efficiency.

Testing resources or tools. They represent
resources that can be humans (testers, test man-
agers or test analysts) or hardware (equipment,
software, testing tools or supporting systems).
Hardware and software resources are character-
ized as the testing environment which can be
utilized to automate the testing methods. Two
studies [P10*, P29] discuss KM concerning test-
ing tools and resources. Beer and Ramler [P10*]
focus on experience with tools when planning
test case automation. Extensive experience with
the setup and the utilization of tools was required
and indicated as a critical issue for producing
reliable test results. Barbosa et al. [P29] classi-
fied the software resources needed to perform
testing (including testing tools) into primary,
organizational and supporting tools.

6.5. Software testing techniques that
benefit from the application of KM
practices (RQ2)

Model-based testing benefits from the applica-
tion of KM practices [P13]. Exploratory (ad hoc)
testing is mentioned as a testing type in a few
papers such as [P17], but it is also called as
a testing technique in a few papers such as [P6,
P10*, P16] and a testing approach also in a few
papers [P11*]. In this study exploratory testing
is considered as a testing technique because it is
recognized as test design by [57,58].

7. Challenges due to lack of KM
practices

Twelve papers [P1*, P3, P4, P6, P7*, P9, P16,
P19, P20*, P22, P25*, P32] discussed challenges
faced due to the lack of KM practices, they are
outlined in Table 8.
CH1: Low software testing knowledge reuse rate
[P1*, P3, P4, P6, P9, P19] due to the lack of
KM practices, learning and knowledge reuse are
limited. Failure to capture individual knowledge
and experience leads to repeating the same mis-
takes even though there are individuals in the
organization rectify mistakes or prevent them
from reoccurring. Low testing knowledge reuse
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Table 8. Challenges faced due to lack of KM in software testing

Challenges faced P1* P3 P4 P6 P7* P9 P16 P19 P20* P22 P25* P32

CH1: Low reuse rate of software
testing knowledge x x x x x x

CH2: Barriers in Software testing
knowledge transfer x x x x x x x

CH3: Poor knowledge sharing
environment x x x x x x

CH4: A serious loss of software testing
knowledge x x x x x

CH5: Optimal distribution of human
resources quickly x x x x

CH6: Determining if adequate testing
has been performed x

CH7: Difficulties in achieving test
coverage x

CH8: Determining if the outputs are
correct x

CH9: Documentation is not being
updated x

CH10: Troubleshooting documentation
was inaccurate x

CH11: Insufficient schedule and release
information x

CH12: Define satisfaction criteria. x
CH13: Increase in cost and time x x
CH14: Decreasing test effectiveness x
CH15: Lacked practices for logging
and tracking in testing x

CH16: Knowledge exchange x x
CH17: Identify whether the most
critical aspects of test components are
tested

x

CH18: Less support for decision
making x

CH19: Testing knowledge not
considered in planing x

CH20: Lacking skills x
CH21: Missing high severity defects x
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also increases the effort to accomplish a task
in software testing. Even if an organization has
a few testing knowledge databases, most of the
staff neglect to use them without the aid of KM
practices, which contributes to low test knowl-
edge reuse.
CH2: Barriers in software testing knowledge
transfer [P1*, P3, P4, P6, P9, P19] and knowl-
edge transfer without the proper application of
KM practices are challenging. Also, individuals
always search for the knowledge that they require
and do not search the entire repository. Yellow
pages can serve as a medium for rectifying this
problem. Moreover, IT staff is not able to under-
stand new testing knowledge without the aid of
KM practices. The reason for this is that most of
the knowledge in organizations is tacit, obtained
through experience and difficult to articulate.
KM representation technologies help to overcome
this challenge.
CH3: Poor sharing environment for software
testing knowledge [P1*, P3, P4, P6, P9, P19],
the lack of a formally established, unique and
sorted knowledge sharing environment negatively
impacts communication. A knowledge sharing
model as indicated by Sirathienchei [16] has to be
accumulated within an organization to overcome
this issue.
CH4: Serious loss of software testing knowledge
[P3, P4, P6, P9, P19], the insufficient applica-
tion of KM practices leads to knowledge and
experience accumulation around only a few mem-
bers of staff. Therefore, maintaining knowledge
repositories and databases that store individual
knowledge and make use of it is required. Also,
a sudden staff turnover leads to the loss of testing
knowledge.
CH5: No possibility to quickly achieve the most
optimum distribution of human resources [P3,
P4, P6, P9, P19], KM helps to integrate humans,
processes, and technology. In a situation when
management does not have any idea about the
staff’s knowledge level, even an ideal team will
not be optimally formed in testing projects which
have negative impact on achieving the optimum
distribution of human resources [4].
CH6: Determination whether adequate testing
is done [P4], the application of knowledge as

a test oracle gives answers to the question when
testing should be stopped and points out whether
adequate testing is done or not. Therefore, with
the help of KM practices, this issue can be re-
solved [6].
CH7: Difficulties in achieving test coverage [P4],
the lack of KM practices hinders the identifica-
tion of the untested parts of the code base. More-
over, another challenge is the fact that reusable
test cases may be neglected and not stored
in the repository, which increases the testing
effort.
CH8: Determination whether the outputs are
correct or not [P4], knowledge can be used as
a test oracle to identify whether the obtained
code execution results acomply with the expected
outcomes [17]. Thereby, the lack of KM prac-
tices may have a negative impact on determining
whether the outputs are correct because relevant
knowledge is neglected.
CH9: Documentation is not updated [P7*], up-
dating knowledge repositories is rarely done,
which results in outdated repositories and relying
on them when a problem occurs provides inaccu-
rate results [29]. In such a case, knowledge evolu-
tion and maintenance methods help to allocate
knowledge analysts or a specially selected person,
e.g., a librarian who maintains the repository by
taking care of the coherence of the information
it contains and updates the repository regularly
as indicated by Vegas et al. [59].
CH10: Troubleshooting documentation is inac-
curate [P7*], knowledge documents that retrieve
human knowledge, such as expert knowledge,
are not efficiently maintained [29]. Knowledge
managers and experts are to be allocated to
check knowledge databases as well as to verify
the knowledge that is accumulated and stored in
the repository and rectify occurring problems as
indicated by Andrade et al. [3].
CH11: Schedule and release of information from
the testing organization to development are
found to be insufficient [P7*], the documentation
was not up-to-date and insufficient for planning.
CH12: Determination what decision should be
made about the software when testing is com-
pleted, whether to proceed further and develop
satisfaction criteria [P4].
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CH13: Increase in cost and time [P32] due to
the lack of relevant knowledge.
CH14: Decreasing test effectiveness [P32] be-
cause essential testing knowledge is not available.
CH15: Less support for decision making [P22] as
critical knowledge is not available when needed.
CH16: Testing knowledge not adequately con-
sidered for test planning [P6] and test execution.
CH17: Insufficient test technique skills [P25*]
since the test team consists of several roles which
encompass different responsibilities and knowl-
edge that needs to be communicated and shared.
CH18: No high severity defect detection is an-
other challenge faced due to the lack of KM
practices in software testing [P25*].
CH19: No methods for logging in and tracking
testing activities based on experience [P20*].
CH20: Transfer of the required knowledge to
testers and utilizing it [P20*].
CH21: Focusing testers’ attention to ensure that
the most important aspects of the tested features
are tested [P20*].

7.1. Implications for research
and practice

The analysis of the KM aspects discussed in
the selected studies (RQ1) brings several im-
plications for research and practice. Firstly, there
appears to be a lot of focus on knowledge repre-
sentation and knowledge capturing. This focus
is unsurprising as it results in a rather technical
focus on KM application, creating or managing
knowledge databases or repositories or building
additional tools into the testing environment,
which allows for the development of enhanced
knowledge documentation. Secondly, knowledge
acquisition or elicitation received little attention
in the surveyed papers. This has implications for
software testing, especially for software compa-
nies that base their products on the OSS code
or other external sources. These companies need
to be more active in knowledge acquisition or
elicitation since extensive knowledge is available
in OSS communities (also testing experience or
competence). Thirdly, knowledge dissemination
(especially outside the testing teams) received
little attention. However, the authors believe this

aspect will be dominant in the successful testing
of software products that are greatly based on
open source software or external sources. For ex-
ample, efficient testing knowledge dissemination
with other companies involved in OSS communi-
ties can help to reduce testing costs and efforts
as the communities can take over large parts
of testing responsibilities. Fourthly, not much
e attention was devoted to understanding how
testing knowledge was created, especially tacit
knowledge. Since many software companies work
in Agile-inspired environments, it is believed that
focusing on tacit knowledge management remains
critical here. Fifthly, most of the papers [P1, P2,
P3, P6, P9 and P19] identified or discussed some
testing aspects but failed to discuss their impor-
tance, or connected these aspects (e.g., test case
and testing phase) to testing processes (e.g., test
planning, test case design, test execution and
test result analysis) [1]. It is postulated that
researchers should adjust the focus of research
endeavors and introduce some of these aspects
into exploring KM for software testing.

Looking at the importance of additional
testing techniques and types (RQ1 and
RQ2), a possible implication from these results
is that the suggested techniques and types are
seldom validated. Moreover, it remains greatly
unclear which testing methods to use in each
of the software testing activities. Therefore, re-
searchers should focus more on creating opera-
tional guidelines regarding which testing meth-
ods to use for which activities. Next, regression
testing and GUI testing are considered to gain
strong benefits from using the ontologies or KM
models. More research needs to be conducted to
provide similar analysis and clearly identify what
testing techniques require what type of knowl-
edge and how much these testing techniques are
sensitive to, e.g., eliciting or creating tacit knowl-
edge. Most of the studies have not specified and
have not focused on the knowledge relevant for
a specific testing technique. The taxonomy that
summarizes the types of knowledge that support
various testing techniques and their types is what
is clearly missing in the current literature.
Focusing on tacit knowledge remains impor-
tant since no study has focused on identifying the
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importance of tacit knowledge management for
software testing. It is also important to explore
the importance of tacit knowledge and how to
identify it, capture it and store it. In addition,
there is a need to explore testing aspects as well
as determine what testing types are dependent
on efficient tacit knowledge management.
Identify mitigation strategies for the iden-
tified challenges (RQ3), there is a need to
identify the mitigation strategies concerning each
of the identified challenges and provide tools, rec-
ommendations, and techniques to overcome those
challenges. The most distinct challenges are asso-
ciated with knowledge reuse, knowledge transfer
or knowledge sharing (CH1, CH2, CH3), and they
clearly show that more research focus should be
given to these areas. From the point of view
of software companies, these areas will become
dominant in the next years as more software is
co-created in open source software communities
or externally acquired from external software
organizations. Moreover, insufficient knowledge
sharing or transfer often results in losing the
knowledge that is critical and therefore substan-
tial additional costs are borne when restoring this
knowledge. Thus, it is postulated that researchers
in KM and testing should broaden their focus
areas and expand the technical aspects by adding
human aspects, knowledge reuse topics as well
as organizational aspects that lead to increased
knowledge sharing.

8. Validity threats

Validity threats under the snowballing phase of
the thesis are discussed according to the four va-
lidity categories suggested by Wohlin et al. [60].
Internal validity threats are minimized by cre-
ating and maintaining a review protocol which en-
compassed the details of the search string formu-
lation and start set identification, inclusion and
exclusion criteria used, the quality assessment
being carried out, etc. The risk for judgment
error was minimized by performing the indepen-
dent evaluation of the two authors who later
compared and discussed the results. Both au-
thors worked closely together and discussed any

questionable cases. Moreover, internal validity
threats are mitigated by following the mapping
guidelines provided by Petersen et al. [61] and
quality assessment criteria as per the guidelines
provided by Ivarsson and Gorschek [46]. Finally,
there is still some risk that the studied positive
testing outcomes are the result of other aspects
than applying KM techniques. It is planned to
explore this aspect in future work when these
relationships are explored in detail.
Construct validity focuses on various poten-
tial confounding factors regardless of whether
a study could capture the intended knowledge,
i.e. to achieve the aims and objectives. One of
the main concerns for this research is multiple
definitions of KM. This threat was mitigated
by adopting the well cited definition by Daven-
port [2]. As indicated by Kaner [62], construct
validity depends on the question of "How does
one recognize that they are measuring what they
usually think they are measuring against?". The
search string structure could be one of the con-
struct validity threats in this study. Therefore,
the search string was iteratively formulated with
extensive discussions between the authors. Next,
data extraction could also be the source of valid-
ity threats. To avoid these threats, supervisor’s
assistance was accepted and all updates at each
step were sent for approval.
External validity considers the capability to
generalize results outside the studied context.
Most of the studies fall under the case study
research category with high rigor and relevance
scores as most of them were conducted in in-
dustrial contexts. Thus, the outcomes can be
considered industry pertinent and are more gen-
eralized. For the studies that received low rigor
and relevance scores, it remains to be determined
if the ideas suggested in these studies have high
generalizability.
Reliability considers the degree of repeatability
and whether the data and analysis depend on
a specific researcher. To strengthen reliability,
each step of the snowballing process was doc-
umented, including the database search. The
same applies to each step of data collection and
analysis and they can be backtracked, if needed.
The quality assessment of the chosen papers was
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ensured by using rigor and relevance criteria
according to objective assessment criteria. The
properties and aspects identified from the pa-
pers were mapped with the research questions to
achieve the objectives of the study.

9. Conclusions

Software testing is knowledge-intensive and the
use of KM practices and tools provides a wide
range of benefits regarding the increase in capital
and quality [1]. This paper focuses on the im-
plementation of KM in software testing and on
exploring the importance of KM in each of the
software testing aspects and testing techniques.
Also, the paper presents the challenges faced due
to the lack of KM in software testing. The topic
is explored in a systematic literature review.

Looking at the testing aspects identified in
the study (RQ1), the results indicated that KM is
mainly used to support the selection or execution
of testing techniques (10 studies) or optimization
of the testing processes (7 studies). At the same
time, managing testing resources or knowledge
about test cases or the test code has been greatly
underrepresented. Knowledge elicitation, dissem-
ination, acquisition, evolution and packaging re-
ceive little attention in the surveyed literature
indicating that knowledge is mainly managed
during software testing within a project or an
organization and less attention is devoted to fur-
ther knowledge sharing. Knowledge management
system, models, representation, capturing and re-
trieval are the main KM areas that the surveyed
literature focuses on.

Looking at the testing techniques that bene-
fit from the application of KM practices (RQ2)
the results indicate that ad hoc and exploratory
testing gain more benefits from utilizing KM tech-
niques than model-based testing techniques. This
appears to be logical since model-based testing
operates on highly formalized knowledge (mod-
els) where extensive reasoning can frequently be
applied. Ad hoc or exploratory techniques rely
more heavily on tacit knowledge and therefore
demand more KM techniques.

This study identifies 21 challenges faced due
to the lack of KM practices in software engineer-
ing (RQ3) and the most frequently mentioned
challenges are associated with testing knowledge
reuse, transfer, and sharing. Moreover, the risk
of losing testing knowledge appears to be one
of the prominent challenges. To summarize, this
paper has made the following contributions:
– Exploring various testing aspects that are

focused on while KM is applied in software
testing literature. Moreover, the importance
of each of the software testing aspect concern-
ing KM was explored.

– Discovering that each of the testing aspects is
focused on while KM is applied, albeit few of
them are very important in the KM context.

– Determining the importance of each of the
software testing techniques (i.e. design, exe-
cution and result analysis techniques) in the
KM context along with obtaining the knowl-
edge which is required for each technique so
as to provide recommendations to store the
tacit knowledge just in case any technique
turns out to be important in the context of
KM and utilize tacit knowledge.

– Uncovering various challenges that are faced
due to the lack of KM in software testing
literature

In future work, the authors plan to conduct case
studies and investigate how KM is utilized during
software testing by software-intensive organiza-
tions. There are also plans to explore the en-
abling factors that allow achieving good testing
coverage without KM techniques. It is planned
to study what modeling framework and models
can support software testing tacit knowledge cap-
ture, analysis, storing and reuse. Finally, tacit
knowledge management in software testing will
also become the focus of further studies.
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Appendix A. Publication venue for the selected papers

Table A. Publication venue for the selected papers

Publication Type ID
Malaysian Conference in Software Engineering (MySEC) Conference P1 [5]
Information and Software Technology Journal P2 [3]
International Conference on Information Technology and Computer Science Conference P3 [4]
International Conference and Workshop on Emerging Trends in Technology
(ICWET)

Conference P4 [6]

International Conference on Industrial Engineering and Engineering Management Conference P5 [14]
Information and Software Technology Journal P6 [1]
International Symposium on Empirical Software Engineering and Measurement Conference P7 [29]
International Conference on Internet Computing for Science and Engineering
(ICICSE)

Conference P8 [9]

WRI World Congress on Computer Science and Information Engineering Conference P9 [30]
Euromicro Conference on Software Engineering and Advanced Applications Conference P10 [27]
IEEE Transactions on Software Engineering Journal P11 [28]
Journal of Workplace Learning Journal P12 [7]
International Conference on Knowledge Management and Information Sharing Conference P13 [44]
Empirical Software Engineering Journal P14 [55]
International Symposium on Empirical Software Engineering, ISESE Conference P15 [25]
International Conference on Software Engineering and Knowledge Engineering Conference P16 [63]
Pacific Northwest Software Quality Conference Conference P17 [64]
Journal of Systems and Software Journal P18 [65]
Joint International Conference on Information Sciences Conference P19 [26]
International Symposium on Empirical Software Engineering and Measurement Conference P20 [66]
International Performance Computing and Communications Conference (IPCCC) Conference P21 [15]
International Joint Conferences on Web Intelligence (WI) and Intelligent Agent
Technologies (IAT)

Conference P22 [67]

Information Systems Research Conference P23 [68]
Seminar on Ontology Research in Brazil Conference P24 [69]
Journal of Software Engineering and Applications Journal P25 [16]
International Conference on Software Engineering and Knowledge Engineering Conference P26 [17]
Knowledge and Process Management Journal P27 [70]
Empirical Software Engineering Journal P28 [20]
International Conference on Software Engineering and Knowledge Engineering Conference P29 [19]
Software Engineering Journal Journal P30 [71]
International Journal of Computer Application Journal P31 [72]
International Enterprise Distributed Object Computing Conference Workshops
(EDOCW)

Conference P32 [73]

International Conference on Software Engineering and Knowledge Engineering Conference P33 [74]
International Journal of Computer Applications in Technology Journal P34 [75]
Computer Software and Applications Conference (COMPSAC) Conference P35 [18]



78 Krzysztof Wnuk, Thrinay Garrepalli

Appendix B. Quality assessment based on rigor and relevance

Table B. Quality assessment based on rigor and relevance

Paper Context Study
design

Validity Rigor
sum

Subjects Scale Research
method-
ology

Context Relevance
sum

P1 1 1 0 2 1 1 1 1 4
P2 1 1 1 3 1 1 1 1 4
P3 1 0.5 0 1.5 1 1 1 1 4
P4 1 0.5 0 1.5 1 1 1 1 4
P5 1 1 0 2 1 1 1 1 4
P7 1 1 1 3 1 1 1 1 4
P8 1 0.5 0 1.5 1 1 1 1 4
P9 1 0.5 0 1.5 1 1 1 1 4
P10 1 1 0 2 1 1 1 1 4
P11 1 1 1 3 1 1 1 1 4
P12 1 0.5 0 1.5 1 1 1 1 4
P13 0.5 0.5 0 1 1 1 1 1 4
P14 1 1 0 2 1 1 1 1 4
P15 1 1 0 2 1 1 1 1 4
P17 0 0.5 0 0.5 0 1 0 0 1
P18 1 0.5 0 1.5 0.5 1 0 1 2.5
P19 0.5 0.5 0 1 1 1 1 1 4
P20 1 1 0 2 1 1 1 1 4
P21 0 0.5 0 0.5 0 1 1 0 2
P22 0 0.5 0 0.5 0 1 1 0 2
P23 0.5 0 0 0.5 0 1 1 0 2
P25 1 1 0 2 1 1 1 1 4
P26 0 0.5 0 0.5 0 1 1 0 2
P27 0.5 0.5 0 1 1 1 1 1 4
P28 0.5 0.5 0 1 1 0.5 0.5 1 3
P29 0 0.5 0 0.5 1 1 1 1 4
P30 1 1 0 2 1 1 1 1 4
P31 1 1 1 3 1 1 1 1 4
P32 0 0.5 0 0.5 0 1 1 0 2
P33 1 0.5 0 1.5 1 1 1 1 4
P34 1 0.5 0 1.5 1 1 1 1 4
P35 1 1 0 2 1 1 1 1 4
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Abstract
Context: Previously, the authors had developed and evaluated a framework to evaluate systematic
review (SR) lifecycle tools.
Goal: The goal of this study was to use the experiences of researchers in other domains to further
evaluate and refine the evaluation framework.
Method: The authors investigated the opinions of researchers with experience of systematic
reviews in the healthcare and social sciences domains.
They used semi-structured interviews to elicit their experiences of systematic reviews and SR
support tools.
Results: Study participants found broadly the same problems as software engineering (SE)
researchers with the SR process. They agreed with the tool features included in the evaluation
framework. Furthermore, although there were some differences, the majority of the importance
assessments were very close.
Conclusions: In the context of SRs, the experiences of researchers in other domains can be useful
to software engineering researchers. The evaluation framework for SR lifecycle tools appeared quite
robust.
Keywords: software engineering, systematic review tools, cross-domain survey, qualitative
analysis

1. Introduction

A systematic review (SR) is a formal, repeatable
method for identifying, evaluating and interpret-
ing all available research regarding a particular
problem or topic of interest. The rigorous and
impartial nature of a systematic review increases
the scientific value of its findings in comparison
with expert-based literature reviews [1–3], which
makes it an important tool for obtaining and
appraising evidence in a reliable, transparent
and objective way. Systematic reviews were first
established in Clinical Medicine [4, 5]. Medical
researchers defined the systematic review process
to help mitigate the drawbacks of a conventional
literature review [1]. A cautionary note needs
to be added here that systematic reviews have
received some criticism, in particular, that they

are sometimes of quite poor quality and can reap
high rewards in terms of citation counts despite
biases and vested interests [6]. Also, the syn-
thesis of outcomes, particularly in the software
engineering field, can be problematic [7].

With a growing emphasis on empirical soft-
ware engineering research, the popularity and
importance of systematic reviews has grown con-
siderably [8,9]. Despite their potential usefulness
and importance to empirical software engineer-
ing research, undertaking a systematic review
remains a highly manual and labour intensive
process resulting in the possibility of process
errors (such as misclassifying primary studies or
wrongly excluding a primary study). In particu-
lar, there are challenges concerning the study
selection, data extraction and data synthesis
stages, amongst other collaborative activities
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[10–14]. Furthermore, systematic reviews have
only recently been adopted by software engineer-
ing researchers, and, as a result, there have been
problems surrounding the provision of appropri-
ate support for novices [11–14]. These drawbacks,
along with others, make the systematic review
methodology a prime candidate to benefit from
an automated tool support [12–16].

In our experience, it is certainly possible to
undertake a systematic review without too much
automation. Furthermore, Kitchenham andBrere-
ton were involved in the revision of the systematic
review guidelines that emphasised human pro-
cesses and decision making [17]. Thus, the authors
believe it is important to have a balanced view of
the benefits of automating the systematic review
process. In this study, attitudes to automation
in domains that have more practical experience
of systematic reviews and their automation than
software engineering were investigated.

In earlier research, the authors developed
and validated a framework for evaluating tools
intended to support the full systematic review
process [18]. The framework was based on a set
of tool features identified as important for sys-
tematic reviews in software engineering based on
the SR guidelines, the authors experiences, and
the experiences of other SE researchers reported
in the literature. This paper reports on the re-
sults of a cross-domain study of researchers who
undertake systematic reviews as part of their
normal research practice, which was intended to
further validate our framework.

Some of this research has already been re-
ported [19], however, this paper provides a more
detailed analysis of our study results relating
to the impact of participant’s experience level
and the identification of trends among their com-
ments (the additional analyses are itemized in
Section 4.2.3).

Section 2 describes the evaluation framework
and explains particular interest in systematic
review lifecycle tools. Section 3 discusses SE re-
search that used results from other disciplines,
that investigated benefits and problems with the
SR process, and discussed tools to support the
SR process. Section 4 discusses the goals of the
study and the methodology used to address these

goals. Section 5 presents the results of the cross
domain study. Section 6 discusses the results and
conclusions are presented in Section 7.

2. Framework for evaluating
systematic review lifecycle tools

The developed evaluation framework was aimed
at evaluating tools that support the full SR
process in contrast to tools that assist a spe-
cific process or task. The reasons why the au-
thors concentrated on these tools and developed
a multi-criteria decision making framework are:
1. Large SRs are complex and hard to manage.

In order to support the production and up-
date of large scale (possibly distributed) SRs,
standard tools such as reference managers
and spread sheets become increasingly cum-
bersome and error prone. The developers of
the SLuRp tool say “Our experience is that in
order to produce reliable valid results, more
than one reviewer is required. Maintaining
large amounts of data in a team with several
reviewers is time-consuming and error-prone.
These errors are difficult to identify and elim-
inate without the use of a specific SLR tool
like SLuRp.” [20].

2. SR lifecycle tools cannot be easily evaluated.
Tools that support a specific process or task
can be evaluated in isolation using experi-
ments or small case studies, in contrast SR
lifecycle tools are more difficult to evaluate
because they span the entire lifecycle of a re-
view from initial planning to final reporting
and even subsequent updating. This lifecycle
process is made up of a series of individual
processes that interact with one another and
require validation and sometimes reworking.
To maintain clarity within this paper we shall
refer to these tools as SRLC (Systematic Re-
view LifeCycle) tools.

3. Currently, there is interest among software
engineering research groups in building SRLC
tools. The initial search found four such
tools [21] and later another one was found [22].
This interest suggests it is an appropriate
time to consider how to evaluate such tools.
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4. Adopting such tools is a major commitment.
Research groups need to have some confi-
dence that any tool they adopt will be able
to support the sort of systematic reviews they
perform and the way in which they manage
their systematic review process.
The evaluation framework was based on fea-

ture analysis as proposed by the DESMET
project [23]. Feature analysis is a type of
multi-criteria decision analysis. It is a subjective
method of evaluation. It is intended to provide
a means of organising a subjective evaluation of
a tool and making the components of that evalu-
ation clear to, and auditable by other potential
tool users.

In the context of SRLC tools, members of the
same software engineering research group were
expected to be other potential users. Thus, the
authors envisage that our framework would pro-
vide a means by which researchers could make an
informed, defensible decision together. One par-
ticular benefit of the DESMET feature analysis
method is that it requires the users of the method
to refine the evaluation process depending on
their own requirements. Specifically it involves
users of the feature analysis defining what they
require of an acceptable tool with respect of each
feature. So the users of the framework do not
just evaluate a tool against a set of features,
they also need to define the importance of each
feature in terms of its importance to them. This
means that although an evaluation exercise could
involve a series of different candidate SRLC tools,
the tools are not so much compared with each
other as with the research group’s specific set
of requirements. This provides a feature analy-
sis with a built-in element of flexibility, which
allows users to tailor an evaluation to their own
circumstances. The details of the initial version
of the framework and its evaluation can be found
in [18].

3. Related work

In 2004, Kitchenham et al. [24] introduced the
concept of Evidence-Based Software Engineering
(EBSE) as an approach to integrate academic re-

search with industry needs and improve decision
making regarding the development and main-
tenance of software. This initiative was based
on the concept of Evidence-Based Medicine.
Kitchenham et al. recommended the use of sys-
tematic reviews to support EBSE. Subsequently,
Kitchenham [25] developed a set of guidelines for
undertaking systematic reviews based on health
care guidelines, which were updated in 2007 [3].
The 2007 guidelines were influenced both by
a study of the use of systematic reviews in other
disciplines and by guidelines developed for the
social sciences [26], and were adapted to better
reflect the use of systematic reviews in software
engineering. A further update to the guidelines
was released in 2015 (see Section III of [17]).
This version of the guidelines was strongly ori-
ented to addressing software engineering issues.
In particular, it included more information about
managing the collaboration aspects of systematic
reviews and methods for synthesizing the results
of quantitative and qualitative studies.

Since the release of the original guidelines and
the publication of systematic reviews in software
engineering journals, there has been substantial
literature discussing how the software engineer-
ing community performs systematic reviews and
how the process could be made more efficient.
Kitchenham and Brereton [9] summarized this
literature in a systematic review that included
45 papers published between January 2005 and
June 2012. This study summarized the perceived
benefits of doing SRs, problems SE researchers
had found when undertaking SRs and the advice
and techniques intended to assist in perform-
ing SR tasks. However, most of this work was
fairly inward looking with relatively few papers
discussing ideas from outside the software engi-
neering community. The main exceptions were:
Torres et al. [27] who trialled the methods of
sentence classification used in scientific papers
on SE data; Felizardo et al. [28] who undertook
a cross-discipline mapping study to investigate
the use of visual data mining techniques to sup-
port SRs; Ramampiaro et al. [16] who discussed
the use of techniques from information retrieval
and text mining to support the development of
meta-searcher capabilities.
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Since 2012, there have been two initiatives to
investigate tools to support systematic reviews in
software engineering undertaken independently
by two groups of researchers:
1. Marshall and Brereton [21] performed a map-

ping study to identify tools available to support
SRs in the SE community and identified 13
different tools of which three were intended to
support the full lifecycle (i.e. were SRLC tools).
They also introduced the systematic review
toolboxwhich is a catalogue of tools to support
systematic reviews [29]. All three authors of
this paper presented an evaluation framework
intended to assess SRLCtools and reported the
results of using the evaluation framework to
evaluate four different SRLC tools developed
in the software engineering community [18].
They also published a preliminary analysis of
data from our study of researchers in health
care and social science [19].

2. Carver et al. [14] reported barriers to the SR
process based on 52 responses to an online sur-
vey sent to authors who published SRs in SE
venues and qualitative experiences from eight
PhD students. Hassler et al. [30] reported the
result of a community workshop that identi-
fied and ranked 37 barriers to the SR process
that could be grouped into themes related to
the SR process, primary studies, the practi-
tioner community and tooling. Subsequently,
Hassler et al. [31] reported a workshop-based
study of SR tool needs based on informa-
tion provided by 16 software engineering re-
searchers. They compared the result of their
study with the published preliminary results
of our study of tool features [19].

4. Goals and methodology of
the cross-domain study

4.1. Goals

The objective was to see if the experiences of
researchers from domains that have more exten-
sive experience in the use of systematic reviews
would be valuable to software engineering (SE)
researchers and SR tool designers. In particular,
the goals of this study were:

1. To assess whether the SR experiences of re-
searchers in other domains are relevant to
those of SE researchers.

2. To explore what tools were currently avail-
able and used to support systematic reviews
in other domains.

3. To compare the features and importance lev-
els identified by the participants with those
in this SRLC tool evaluation framework.
These goals could best be addressed by

a qualitative study aimed at eliciting the experi-
ences of systematic reviewers on other domains.
For this reason, Marshall undertook a series of
cross-domain, semi-structured interviews, which
were designed to explore the experiences and
opinions of systematic reviewers in other domains
(outside of software engineering) about support
tools.

It should be noted that, as is common with
qualitative studies, the goals are fairly general
and do not map to detailed research questions
and hypotheses. They exist to scope the qualita-
tive study not to define questions and metrics.

4.2. Methodology of the cross-domain
study

This section reports on the research strategy and
research process.

4.2.1. Research strategy

Semi-structured interviews were used to elicit the
opinions of researchers about systematic review
support tools. This means that a number of ques-
tions were identified to ask the participants and
also to encourage a discussion about the issues to
follow the directions that the participants wanted.
Semi-structured interviews were selected instead
of a self-administered questionnaire for two main
reasons:
1. The awareness that terminology differs be-

tween different domains and that face-to-face
interviews would allow potential misunder-
standings to be identified and resolved.

2. The need for certainty that the identified
participants had appropriate experience.
Since the study was qualitative, no detailed

research questions or research hypotheses were
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derived, data collection and analysis procedures
arose from the research goals and resulted from
the expectations that:
– Viewpoints of researchers working in domains

where systematic reviews are well-understood
and considered a standard research practice
would be valuable to software engineering
researchers.

– Viewpoints of novices and experts would dif-
fer.

– Tool feature preferences of participants would
be influenced by the type of systematic review
they undertook.
Thus, the selected study participants covered

various domains, different levels of researcher
experience and different systematic review types.
The aim was to interview both senior and ju-
nior researchers from several different domains.
Originally, six topic areas were considered: Clin-
ical Medicine, Criminology, Education, Empiri-
cal Psychology, Nursing & Midwifery, and Pri-
mary Care, however, in practice two high level
domains became the focus: social sciences and
health care. No restriction was placed on whether
the researchers had performed quantitative or
qualitative reviews. The goal was to interview
researchers with experience of both types of re-
view because issues related to data extraction
and aggregation are very different for qualitative
and quantitative reviews.

The inclusion criteria for participants were
as follows:
– Researchers used systematic reviews as part

of their standard research process.
– Researchers had a wide range of roles and

responsibilities.
Initially it was planned to provide a theoretical

sample covering the six topic areas. The theoreti-
cal sample is a type of purposeful sampling where
researchers are seeking incidents/reports of the
phenomenon they are studying which will supply
useful data [32]. However, after the data was col-
lected and tabulated, it was found out that the
coverage of three dimensions had been achieved:
– The two domains (health care and social sci-

ences).

– Three experience levels corresponding to 1–5
SRs (i.e. Low), 6–15 SRs (i.e. Medium), and
> 15 SRs (i.e. High)1.

– Types of SRs performed: Quantitative and
Qualitative.

This coverage of three important dimensions al-
lowed to extend the analysis of the study results.

4.2.2. Research process

Marshall developed the semi-structured inter-
view plan after discussions with Kitchenham and
Brereton. He, then, piloted the semi-structured
interview procedure with a PhD student who had
undertaken two SRs. This led to some changes to
the delivery and sequencing of questions and also
confirmed the expectation that interviews would
take approximately 45 minutes. The interview
plan included questions related to four concerns:
– Group 1: questions relating to the partici-

pant’s background and domain.
– Group 2: questions about the participant’s

experience of undertaking systematic reviews.
– Group 3: questions about the participant’s

use of systematic review tools.
– Group 4: questions about SRLC tool features

and their importance levels.
The detailed interview questions are reported in
Appendix A.

In the research a combination of convenience
and snowballing sampling techniques was used
to identify 49 potential participants. Finally, 13
researchers from six institutions agreed to take
part. Marshall carried out the interviews between
June 2014 and September 2014. Prior to the in-
terview, each participant was sent an Interview
Preparation Form (see Appendix B). This doc-
ument outlined the main themes to be covered
during the interview, the expected duration, and
measures which would be taken to ensure privacy
and confidentiality. All interviews were carried
out face-to-face and recorded using a digital au-
dio recorder. Marshall took notes throughout
each interview. The shortest interview took 32
minutes and the longest interview lasted 68 min-
utes, with an average of 45 minutes.

1For some analyses, only two experience levels were used: low corresponding to 1–5 SRs and high corresponding to
6+ SRs, giving us six relative novices and 7 relatively highly experienced participants.
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Marshall processed the raw data (i.e. record-
ings, field notes) prior to analysis. The field notes
were reviewed and full transcriptions of each in-
terview were produced. For this study, transcripts
aimed to reflect a straightforward summary of the
main ideas, which were presented by a fluently spo-
ken participant. The transcripts did not include
any mispronunciations, pauses or word emphases
which might have occurred during the interview.
In total, the interviews generated approximately
10 hours of audio recordings, each taking between
five and six hours to fully transcribe.

4.2.3. Data analysis

Marshall conducted the initial analysis concur-
rently with data collection, as recommended by
Miles et al. [33]. The initial analysis was based
on tabulating responses in order to identify:
– Challenges participants faced when doing sys-

tematic reviews.
– Tools used by participants.
– Positive and negative experiences of tools.
– Participant opinions of the importance of the

features included in the evaluation framework
compared with the importance assigned to
them.
Kitchenham and Brereton reviewed all the

tables for consistency. Initially, comments were
tabulated verbatim (as reported in [19]). Sub-
sequently, all three authors reviewed the initial
analyses and realized from the biographical data
that the actual sample included participants
with a range of experiences that would enable
additional analyses of the data. This resulted
in Kitchenham and Brereton undertaking addi-
tional analyses (beyond those reported in [19])
that are reported in this paper and which are
described below:
1. A summary of the general problems/issues re-

ported by participants and cross-referenced to
the SE literature in order to identify similari-
ties and differences between the SE domain
and health care and social services domains.

2. An analysis of the comments by individual
participants concerning general systematic

review tools and systematic review lifecycle
tools. This was intended to give a balanced
view of the advantages and disadvantages of
automating the SR process.

3. A thematic analysis of the comments related
to systematic review lifecycle tool features
to provide some quantification of trends. De-
tails of the coding process and an example of
how the codes were established is provided
in Appendix C.

4. An investigation of whether participants’ re-
sponses were influenced by their experience
of undertaking systematic reviews.

5. An investigation of whether participants’ re-
sponses were influenced by the type of sys-
tematic review they performed.

6. An investigation of the importance of factors
related to the usability and ease of installa-
tion. This was intended to clarify the features
required to represent tool usability.

7. A comparison of our results with other related
SE studies. This was intended to highlight
similarities and differences between the SE
domain and health care and social services
domains, particularly in the context of par-
ticipant experience.

5. Results of the cross-domain study

The details of the participants’ roles, research
domains and SR experience are given in Table 1.
The participants covered a range of disciplines,
including nursing, psychology and education in
the domains of health care and social sciences,
and a variety of roles, including research asso-
ciate2, lecturer, senior lecturer3, information of-
ficer/specialist and professor. The term informa-
tion officer/specialist is used to identify some-
one whose main role is to provide support for
the search process of systematic reviews. This
job title confirms the importance of systematic
reviews in the health care and social sciences
domains.

The group of 13 participants in this study
had experience of different types of a system-

2Usually a post-doctoral researcher working on a funded project and employed on a fixed-term contract.
3An academic position in the UK corresponding to an Associate or Assistant Professor in the USA.
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Table 1. Cross domain study participant information

ID Role Domain No. of SRs Type of SR
P01 Research Associate Health care (Primary Care) 6–10 (Medium) Both
P02 Research Associate Health care 1–5 (Low) Quantitative
P03 PhD Student Health care (Physiotherapy) 1–5 (Low) Qualitative
P04 Senior Lecturer Health care (Health Psychology) 1–5 (Low) Qualitative
P05 Information Officer Health care 11–15 (Medium) Quantitative
P06 Lecturer Health care (Nursing) 1–5 (Low) Quantitative
P07 Lecturer Social Science (Educational Psychol-

ogy)
1–5 (Low) Quantitative

P08 Information Officer Social Science > 15 (High) Both
P09 Professor Social Science > 15 (High) Both
P10 Systematic Reviewer Social Science (Public Health) 6–10 (Medium) Both
P11 Research Associate Social Science (Education Technology) 1–5 (Low) Both
P12 Professor Social Science (Education & Child Psy-

chology)
> 15 (High) Qualitative

P13 Information Specialist Health care > 15 (High) Both

atic review, different levels of experience, and
different domains of interest. Specifically:
– In the health care domain, there were seven

participants; two concentrated on qualitative
reviews, three on quantitative reviews, and
two conducted both types of review. Four of
the participants were relative novices who
had conducted 1–5 reviews, but of the re-
maining three, one had performed 6–10 re-
views, one 11–15 reviews and one > 15 re-
views.

– In the social science domain, there were six
participants; one concentrated on qualitative
reviews, one on quantitative reviews and four
conducted both types of reviews. Two of the
participants were relative novices (1–5 re-
views), one had conducted 6–10 reviews and
three had conducted > 15 reviews.
Thus, there was a good coverage of the factors

expected to influence the participants’ responses
in these semi-structured interviews: domain, ex-
perience and type of review.

5.1. Issues faced by researchers
in other domains

An important issue when evaluating the partici-
pants’ answers was to determine whether their
experiences were relevant to software engineer-
ing researchers. In order to investigate this issue
the participants were asked about the main chal-

lenges and specific problems they had faced when
conducting systematic reviews.

Table 2 summarizes the challenges and issues
mentioned by the participants. In columns three
and four, it was identifies whether these issues
had been raised in the SE literature. Column 3
refers to issues that are general problems and
identifies whether they are raised in [9] or in [14].
Column 4 refers to process factors discussed in
the recent SE related text book which [17] in-
cludes an update of guidelines for systematic
reviews in software engineering. Column 5 iden-
tifies the participants who made a comment and
Column 6 specifies their experience.

Table 2 identifies three high level concerns
(i.e. those unrelated to specific SR activities)
that were mentioned 11 times by six different
participants. It is interesting that none of those
participants had the highest level of experience.
Possibly after doing many SRs, researchers over-
come their initial perception of the difficulty of
SRs, or, in the case of perceiving SRs to be Time
Consuming, become inured to the issue.

In the case of the challenges related to spe-
cific SR processes, Management issues produced
the most comments, both in terms of unique
issues raised (of which there were seven), and
in terms of the total number of comments (of
which there were 13) which were made by eight
different participants. It is interesting that the
SE literature on SR challenges summarized by
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Table 2. Challenges and specific issues reported in interviews

Main Challenges Interview Specific Issues Discussed in [9]
or [14]

Discussed in
[17]

Id Experience

Search Process Search String translation Yes No P01 M
Inconsistency with termi-
nology

Yes No P01, P06, P09,
P10

M, L, H, M

Time consuming Yes No P03 L
Developing the search
strategy

No Yes P04, P08, P10,
P13

L, H, M, H

Time consuming General Yes No P02, P03, P04,
P05, P07, P11

L, L, L, M, L, L

No Standardiza-
tion

General Yes No P02 L

High Difficulty General Yes No P02, P03, P07,
P11

L, L, L, L

Management Managing large-scale SRs No Yes P04, P05, P09 L, M, H
Transparency No Yes (reporting) P05 M
Handling duplicates Yes Yes P06, P07 L, L
Collaboration Yes Yes P06, P07, P12,

P13
L, L, H, H

Negotiating with policy
makers

No No P10 L

Relationships between
studies & papers

No Yes P12 H

Version control No No P12 H
Analysis Qualitative Analysis Yes Yes P05 H

Meta-analysis No Yes P06, P10 L, M
Study selection
& screening

Resolving disagreements Yes Yes P06 L

Managing the criteria Yes Yes P12 H
Criteria consistency
across multiple coders

Yes Yes P12, P13, H, H

General Yes Yes P05, P08 M, H
Quality
assessment &
critical appraisal

Resolving disagreements No Yes P06 L

Managing the criteria Yes Yes P12 H
Criteria consistency over
multiple coders

Yes Yes P12, P13 H, H

Assessing quality of
study not the paper

Yes Yes P12 H

General Yes Yes P11 L
Protocol Devel-
opment

Developing research
questions

Yes Yes P08, P10 H, M

General Yes Yes P10 M
Producing
Report

Formatting references No No P13 H

General No Yes P10 M
Validation Knowing when to check

for consistency
No Yes P12 H
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Kitchenham and Brereton [9] did not concen-
trate on these issues, although they feature more
extensively in Hassler et al. [31] and in the latest
SR guidelines [17]. This might reflect the greater
maturity in the health care and social sciences
domains and allows to identify an area which will
become more important for SE researchers in the
future. Other activities that attracted numerous
comments are:
– The search process, with a total of 10 com-

ments about four different issues which were
made by eight different participants of all
experience levels.

– The study selection and screening process,
with a total of six comments consisting of
four different issues made by five different
participants but including only one comment
from a participant with low experience levels.

– The quality assessment and critical appraisal
process, with a total of six comments about
five different issues made by four participants
including two low experience and two high
experience participants.

These issues were discussed in the SE literature
and the number of high experience participants
that mentioned these issues suggests that they re-
main a challenge irrespective of experience levels.

Three challenges that had no overlap with
SE challenges or guidelines are:
1. Negotiating with policy makers. Re-

searchers in other domains are often com-
missioned to do systematic reviews and may,
therefore, need to negotiate with the policy
makers who commissioned the study. In SE,
there are no policy makers who commission
systematic reviews, so currently this is not
an issue.

2. Version control. Systematic reviews in SE
are usually considered one-off pieces of re-
search, so are not generally concerned about
version control. Researchers in other domains
produce reports for policy makers and may
need to update those reports periodically, so
version control is more important.

3. Formatting references in the final re-
port. Although not mentioned as a specific
issue in SE papers, it is certainly the case that
outputs from different digital libraries are not

usually equivalent and can be difficult to inte-
grate, unless converted into an intermediate
format compatible with reference manager
systems such as EndNote or BibTeX.

These challenges were each mentioned only once.
Overall the results in Table 2 suggest that

researchers in other domains face many of the
same issues as software engineering researchers.
It can be concluded, therefore, that their expe-
riences of tool support for SRs are relevant to
those of researchers in software engineering. Fur-
thermore, these results suggest that challenges
remain even for highly experienced researchers
and, in particular, management issues should
be expected to become more important as SE
researchers become more experienced. This is
likely to happen because as researchers become
more experienced with the SR methodology, they
will be tempted to take part in more complex
and larger scale SRs.

5.2. Tools used in other domains

Table 3 shows the tools that participants re-
ported using to assist their SRs. All but three of
the participants (i.e. P10, P11 and P12) reported
using reference managers, with RefWorks and
EndNote being the most frequently used ones.
Six participants used tools that assist analysis
including Microsoft Excel, statistical software,
meta-analysis tools, and textual analysis tools.
Seven participants used SR lifecycle tools: four
used RevMan and three used EPPI-reviewer.

Table 4 reports the positive comments partic-
ipants made about the tools, other than SRLC
tools, they used. Both RefWorks and EndNote
attracted a large number of positive comments,
seven and nine, respectively. However, the com-
ments were generated by three of the four Ref-
Works users but only two of the five EndNote users.

On the negative side, as shown in Table 5, Re-
fWorks was criticised for its lack of a bulk export
feature (“you cannot export all your searches
in one go.”) and poor usability (“I don’t think
it’s easy to use at all. There are a lot of things
compacted onto one screen.”). The criticism of
EndNote was about whether it could effectively
handle large numbers of papers/studies (“people
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Table 3. Use of SR lifecycle tools and other tools

ID SR lifecyle tool Other tools
P01 RevMan RefWorks
P02 RevMan RefMan, STATA, Microsoft Word
P03 None RefWorks
P04 None EndNote, NVivo, Microsoft Word
P05 RevMan RefWorks, Endnote
P06 None RefWorks, Federated Search Tool
P07 RevMan Mendeley, Microsoft Excel, Mplus, NVivo, Custom

Web-based coding tool, MetaEasy, MetaLight, SPSS
P08 EPPI-reviewer EndNote, RIS conversion tool
P09 EPPI-reviewer EndNote, ProCite, Microsoft Word
P10 EPPI-reviewer None
P11 None None
P12 None Microsoft Excel, NVivo, Altal.ti, Mendeley
P13 None EndNote, Mendeley, PubReMiner, RefMan

are concerned that it doesn’t have the capacity
to deal with the huge numbers of references.”).

Table 6 reports the positive comments about
the SRLC tools. The version of EPPI-reviewer
current when the interviews took place was
EPPI-reviewer 4. It was a comprehensive single
or multi-user web-based system for managing
systematic reviews across health care and social
science domains. During the interviews, the par-
ticipants were very positive about the variety
of ways in which the tool can support the sys-
tematic review process (see Table 6). For exam-
ple, EPPI-reviewer’s support for study selection
uses text mining to prioritise the most relevant
studies, so those are viewed first. It allows the
review team to start the full data extraction
of the studies before finishing the screening. Its
support for thematic analysis uses visualisation
techniques to depict the relationships between
concepts.

On the negative side, as shown in Table 7,
the participants felt EPPI-Reviewer had a steep
learning curve (“It’s not something you can just
pick up and use instantly.”) and that it “takes
a while to learn all of the different things.” In
addition, two participants felt that training could
be improved.

RevMan primarily supports the preparation
and maintenance of Cochrane Reviews, although,
it can be used to support other reviews. As can be
seen in Table 6, the participants appreciated its
good support for statistical analysis techniques,

in particular meta-analysis and its support for
protocol development.

However, on the negative side some users
felt restricted by the tool at times, since some
of its features were not accessible unless it
was a Cochrane Review (“if your review is not
Cochrane commissioned then you can’t use that
feature of RevMan.”) (see Table 7). Other users
also felt confused by the tool and felt it was all
a bit too complicated.

Both tools exhibit features of particular rel-
evance to the domain they were developed for,
i.e. EPPI-reviewer was developed by social sci-
entists and, therefore, provides good support for
qualitative analysis. In contrast, RevMan was
developed by the Cochrane group primarily to
support reviews of randomised controlled trials
(RCTs), which are formal medical experiments
where experimental subjects are real patients
suffering from a specific illness. The reason why
RevMan is able to provide support for protocol
development is that primary studies should all
follow a similar RCT process. Similarly, most
RCTs are capable of being synthesized quanti-
tatively, which explains the support for formal
meta-analysis.

These results, together with those reported
in Table 3, suggest that the users of RevMan
may also need to use Reference Manager tools
and advanced analysis tools. Although two of the
users of EPPI-reviewer reported using other tools,
neither reported to need other advanced analysis



Tool Features to Support Systematic Reviews in Software Engineering – A Cross Domain Study 89

Table 4. Participants comments on tools – positives

Tool Comment Participant
RefWorks Okay (Better than doing them by hand) P01

Helped manage the search process P03
Removes duplicates P03, P06
Useful for managing study selection P03, P06
Useful for traceability P03
Helped share the work load between multiple reviewers P03
Useful for handling large numbers of studies P03
Able to classify studies using folder P06

EndNote and Helps manage the search process P04, P05
EndNote Web Links with several databases P04

Web-based allowing remote access P04
No financial payment required (for EndNote Web) P04
Can be used, unconventionally, to support study selection P04
Easier to use than RefWorks P05
Handles duplicates effectively P05
Creates individual databases for each SR project P05
Help with search strategy P05

RefMan It was OK P02
Mendeley Supports collaboration P07

Good support for version control P12
No financial payment required P13

Federated search tool Searches multiple sources P06
Useful for piloting search P06

PubReMiner Useful for developing protocol P13
Helps identify key journals P13

Custom web-based tool Supports multiple users (collaboration) P07
Exports data into other formats P07
Supports role management P07

STATA Good usability P02
Easier to use than RevMan P02

NVivo Helps find themes & trends across papers P04
MetaEasy Calculates effect sizes for individual studies P07
Microsoft Excel Clear presentation of data P07
Microsoft Word Supports protocol development P02, P04, P09

tools. Furthermore, one user of EPPI-reviewer
did not report using any other tool. Thus, it
seems that EPPI-reviewer offers more complete
support for the systematic review lifecycle than
RevMan.

Of the two SRLC tools, EPPI-reviewer is
likely to be the most promising one for adoption
by software engineers. However, it is possible
that it is too much oriented to the requirements

of the social sciences domain to be readily usable
by software engineering researchers.

5.3. Importance of different features for
SRLC tools

Finally, the participants were presented with
a list of the features which had included in the
evaluation framework for SRLC tools. The par-
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Table 5. Participants comments on tools – negatives

Tool Comment Participant
RefWorks Problems with importing search results P01

Managing paper-study relationships is confusing P01
Not an ideal tool P03
Difficult for new users P03, P06
Poor usability, user interface P03, P06
Lost work P03, P06
Difficult to set up P03
One database for all reviews – so messy P05
Handles duplicates poorly P05
Less useful as number of papers increases P05
Poor export facility P05
Problems formatting references P06
Frequent major updates to user interface P06
Problems with search engine and database compatibility P06

EndNote and Not compatible with all databases P04
EndNote Web Extraction can be a bit clunky P04

Less useful as number of references increases P05, P13
Poor export facility P05
Trust issues (Web version is online and free) P13

RefMan Unnecessary for small numbers of papers P02
Problems formatting references P13
Problems with maintenance and support P13
Not very effective P13
Poor support for collaboration P13

Mendeley No version control P07
Copyright concerns P13

Federated search tool Searches multiple sources P06
MetaEasy Poor tool integration P07
MetaLight Difficult to use P07
Microsoft Excel Not that useful P07

No support for version control P12
Problems with interface P12
Doesn’t support complex SR tasks P12
Too generic P12

ticipants were asked to rate the features on a five
point ordinal scale:
1. Mandatory – meaning that the feature was

essential in any tool aiming to support the
SR lifecycle.

2. Highly desirable – meaning that although
not mandatory, such a feature is extremely
important in a SRLC tool.

3. Desirable – meaning that the feature would
be useful for most researchers.

4. Nice-to-have – meaning the feature might be
useful, but its omission would not seriously
affect the tool’s value to its users.

5. Not needed – meaning the feature is unnec-
essary and there is a danger that the feature
would increase the complexity of the tool
without adding any useful facilities.

The participants were also asked to identify any
important features which had been overlooked.

The counts of the importance ratings of the
features given by the 13 participants are pre-
sented in Table 8, where the bold number is the
modal response rating for the feature.

The points raised by the participants during
the discussion of the features are summarized
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Table 6. Participants comments on SR lifecycle tools – positives

Tool Comment Participant
RevMan Good support for statistics & meta-analysis P01, P05

Support for protocol development P01
Nice chart generation P05

EPPI-reviewer Supports the whole process P08
Good support for study selection P08, P09
Supports qualitative analysis (thematic analysis) P09
Helps manage the search process P08, P09
Generates tables and charts to be used in the report P08
Flexible coding system P09
Allows data extraction in tandem with study selection P09
Exports data into other formats P09
Supports basic meta-analysis P09
Supports role management P09
Customisable interfaces P09
Supports re-use of data from past SRs P09
Good support for “tedious” bits of SR process P10
Good support for document management P10
Supports inter-rater reliability P10
Easy to use P10

below. The features relating to the same overall
concern are grouped together.

5.3.1. Support for SR tasks

SRLC tool features related to the tasks needed to
be performed in a systematic review are labelled
SRT1 to SRT11 in Table 8.

Protocol management

Table 9 identifies the main issues participants
raised when discussing protocol development
and validation. The column labelled Participants
identifies the number of participants who made
comments related to each of them and the column
labelled Experience identifies the experience level
of the participants. This table includes the issue
referred to a Viability which was only mentioned
by one person in the context of protocol develop-
ment and validation. It was included here because
it referred to the concern that the feature might
not be capable of implementation, which was
mentioned by many other participants during
discussions of other SR support tools.

With respect to support for developing the
review protocol, participants’ views differed (see
Table 8 row SRT1). Four participants thought

it would be used particularly for version control,
while two felt it would be useful for complex
projects (i.e. large teams). Three participants,
however, were unsure of its usefulness since they
simply used Microsoft Word to track changes. An-
other participant pointed out that the Cochrane
Handbook assisted with protocol development.

Participants’ views also differed with respect
to the value of tool support for protocol validation
(see Table 8 row SRT2). The two modal responses
were Desirable (five participants) and Not needed
(five participants). Two participants thought it
would help avoid missing anything. However, two
other participants felt that introducing automa-
tion might be over-complicating the process. In
addition, two participants mentioned problems
with existing approaches to protocol validation
that enforced protocol standards in the context
of registering Cochrane reviews and submitting
proposals to professional bodies.

Search and study selection

Table 10 displays the main themes related to
Search and Study selection. Although none of the
participants felt that automated support for the
search process was Not needed (see Table 8 row
SRT3), the opinions about its importance were
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Table 7. Participants comments on SR lifecycle tools – negatives

Tool Comment Participant
RevMan Most features locked out if not doing a Cochrane review P01,

Not flexible enough P02, P07
Doesn’t support many important aspects of SRs P05
Limited support for reporting phase P05
Confusing P07
Over restrictive conceptual model P07
Expensive P07
Limited support for developing the protocol P07
Not nicely integrated P07

EPPI-reviewer Problems importing search results P08
No support for searching P08
Difficult to learn P09
Limited training support for novices P09, P10
No support for protocol development P09
No support for network meta-analysis P09
Limited information about updates P10

Table 8. Importance of features

ID Feature Mandatory Highly
desirable

Desirable Nice Not
needed

Our as-
sessment

SRT1 Protocol
development

2 4 2 3 2 Desirable

SRT2 Protocol validation 1 1 5 1 5 Desirable
SRT3 Search process 3 4 3 3 0 Highly des.
SRT4 Study selection 5 6 2 0 0 Highly des.
SRT5 Quality assessment 5 7 1 0 0 Highly des.
SRT6 Data extraction 7 5 1 0 0 Highly des.
SRT7 Data synthesis 5 7 1 0 0 Highly des.
SRT8 Text analysis 0 3 2 5 3 Nice
SRT9 Meta-analysis 4 5 2 2 0 Nice
SRT10 Reporting 0 2 7 4 0 Nice
SRT11 Report validation 0 3 3 3 4 Nice
SRM1 Multiple users 9 2 2 0 0 Mandatory
SRM2 Document

management
6 4 2 1 0 Mandatory

SRM3 Security 6 2 1 3 1 Desirable
SRM4 Role management 3 3 2 4 1 Highly des.
SRM5 Reuse of past data 3 7 3 0 0 N/A
IS1 Ease of setup 6 5 1 1 0 Highly des.
IS2 Installation guide 4 5 1 3 0 Highly des.
IS3 Tutorial 4 4 3 2 0 Highly des.
IS4 Self-contained 0 6 6 0 1 Highly des.
E1 Free 0 5 3 1 4 Highly des.
E2 Maintained 6 7 0 0 0 Highly des.
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Table 9. Comments about protocol development & validation

ID Feature Theme Participants Experience
SRT1 Protocol development Helps track changes 2 L(1), H(1)

Helps version control 4 L(1), M(1), H(2)
Existing tools 4 L(3), H(1)
Viability 1 L(1)
For complex projects 2 H(2)

SRT2 Protocol validation Bad experiences 2 L(1), H(1)
Over-complicating things 2 L(1), H(1)
Useful checklist 2 L(1), H(1)

Table 10. Comments about search & selection

ID Feature Theme Participants Experience
SRT3 Search process Time saving 3 L(2), H(1)

Viability 5 L(2), M(1), H(2)
Help search strategy 2 M(1), H(1)

SRT4 Study selection Time saving 3 L(1), M(1) L(1)
Managing disagreements 3 L(2), H(1)
Additional checking 2 H(2)

divided among all the other importance levels.
Three participants commented that such support
would save them a lot of time. However, five
participants were concerned that it would be dif-
ficult to develop trustworthy automated support
(e.g. “It would be highly difficult to automate all
that.”). Two also mentioned the need for support
to help develop the search strategy (e.g. “The bit
where our time is most valuable is developing the
search strategy in the first place.”).

All participants felt that tool support for study
selection was useful (see Table 8 row SRT4), with
five participants regarding it asMandatory and six
as Highly desirable. Three participants mentioned
the potential for saving time. Three thought the
facilitywouldbe useful for resolvingdisagreements
and two mentioned the opportunity to check that
things had not been missed. However, one par-
ticipant felt that a lot of what the feature was
targeting could be solved with a “quick conversa-
tion” between the members of the review team.

Quality assessment
and data extraction

Table 11 shows the main themes related to Qual-
ity Assessment and Data Extraction. Concerning

tool support for quality assessment (see Table 8
row SRT5), the majority of participants felt this
would be another useful feature since “all these
things otherwise require meetings and organisa-
tion”. Participants also suggested specific features
they would like to see:
– The ability to tailor quality criteria.
– The ability to link the quality assessment to

data analysis.
– The ability to compare independent assess-

ments and look for disagreements.
With regards to tool support for data extrac-

tion (see Table 8 row SRT6), all participants felt
that tool support would be useful, with seven par-
ticipants regarding it as Mandatory and five as
Highly desirable. In the context of an end-to-end
tool, one participant said it would make extracted
data ready to go “straight into the analysis”. Four
participants, however, were not sure how such
a tool could work particularly when handling
qualitative data.

Data analysis and synthesis

Table 12 shows the main themes related to
Data Analysis and Synthesis. Concerning au-
tomated support for data synthesis (see Ta-
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Table 11. Comments about quality assessment & data extraction

ID Feature Theme Participants Experience
SRT5 Quality assessment Viability 2 L(1), H(1)

Managing disagreements 1 H(1)
SRT6 Data extraction Viability 4 L(3), M(1)

Table 12. Comments about data analysis & synthesis

ID Feature Theme Participants Experience
SRT7 Data synthesis Viability 2 L(1), H(1)

Time saving 3 L(2), H(1)
SRT8 Text analysis Viability 2 L(2)

Time saving 1 M(1)
Managing consistency 1 H(1)

SRT9 Meta-analysis Not always necessary 4 L(2), M(1), H(1)

ble 8 row SRT7), all participants felt this
would be useful, with five suggesting such
a feature should be Mandatory and seven sug-
gesting it was Highly desirable. Three partic-
ipants mentioned potential time saving. One
participant felt that “less experienced review-
ers would find [this feature] particularly use-
ful”. However, two participants mentioned fac-
tors that might make such a feature difficult to
implement (i.e. many different types of analysis
and new analysis methods being ahead of tool
support).

Overall support for a text analysis feature was
muted (see Table 8 row SRT8); the modal value
was Nice-to-have (five participants). Two partici-
pants mentioned difficulties implementing such
a tool (i.e. missing things and false positives).
However, one participant felt that text analysis
would become “increasingly more important as
the complexity of the literature increases”, while
another mentioned that the technology was now
getting to the stage where such a feature was
viable. In terms of possible benefits, one partic-
ipant thought that it would save time, another
that it could be used to check the consistency of
reviewers extractions.

The participants felt that tool support for
meta-analysis (see Table 8 row SRT9) was either
Mandatory (four participants) or Highly desir-
able (five), although four participants noted that
not all SRs require meta-analysis. One partici-

pant thought it would be useful for novices as,
“for a lot of people undertaking a SR for the first
time, meta-analysis is their biggest fear”.

Report writing and validation

Table 13 shows the main themes related to re-
port writing and report validation. With a modal
value of Desirable, most participants felt that
tool support for writing the report was not very
important (see Table 8 row SRT10). Three posi-
tive comments were that it would give reviewers
a starting point. In contrast to this, four par-
ticipants noted that there are many different
formats required by journals, meaning that full
support might be unrealistic. Two participants
also mention other existing tools (i.e. RevMan
for Cochrane reviews and Google Documents).

With regards to tool support for report vali-
dation (see Table 8 row SRT11), the modal value
was Not needed and the other responses were
spread across all the other levels excluding the
Mandatory level. Two participants mentioned
that there were other existing tools (i.e. Word
with track changes and PRISMA).

5.3.2. SR process management

SRLC tool features related to the management
of the SR process are labelled SRM1 to SRM5
in Table 8.
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Table 13. Comments about report writing & validation

ID Feature Theme Participants Experience
SRT10 Report writing Time saving 1 H(1)

Viability 4 L(3), H(1)
Starting point 3 L(2), H(1)
Existing tools 2 L(1), H(1)

SRT11 Report validation Existing tools 2 L(1), M(1)

Table 14. Comments about SR process management

ID Feature Theme Participants Experience
SRM1 Multiple users Multiple-user process 5 L(1), M(2), H(3)

For complex projects 3 L(2), H1
SRM2 Document management Document integration 3 M(2), H(1)
SRM3 Security Already done 2 L(2)

Proprietary data 5 L(1), M(1), H(3)
SRM4 Role management Over-complicating things 1 L(1)

For complex projects 3 L(2), H(1)
For overseeing 2 M(1), L(1)

SRM5 Re-use For updates 2 L(1), H(1)
Use previous work 3 L(1), M(1), H(1)

Table 14 shows the major themes concerning
SR process management. The majority of partici-
pants felt support for multiple users within a tool
was really important with nine participants con-
sidering it Mandatory (see Table 8 row SRM1).
Five participants noted that people do not write
systematic reviews on their own, so such a facility
is mandatory. Three participants mentioned it
was appropriate for complex projects: one partic-
ipant thought “It should do for large projects”,
another “If I was working with people interna-
tionally”, and another mentioned the SRs are
generally “team collaboration type projects”.

Most participants felt that tool support for
document management would be a useful feature
(see Table 8row SRM2), with six participants re-
garding it as Mandatory and four as Highly desir-
able. In particular, three participants mentioned
the importance of being able to manage links
between primary studies and one mentioned “Go-
ing from a reference manager to a study-based
system”.

Most participants felt the feature which sup-
ports security, should be included in a tool (see
Table 8 row SRM3). Six participants regarded it

as Mandatory and two as Highly desirable. Five
participants (including one novice) mentioned
security was needed to address problems asso-
ciated with confidential information and intel-
lectual property rights. Two novice participants
argued, however, that since SRs deal with pub-
lished studies, security wouldn’t be necessary. It
is possible that systematic reviewers with more
experience are more likely to have come across
reviews where confidentiality was important.

The participants were divided as to the impor-
tance of tool support for role management (see
Table 8 row SRM4). Although three participants
regarded role management as Mandatory, the
modal value for this feature was Nice-to-have
which was the assessment made by four partici-
pants. Three participants felt it was important
for complex projects (large teams). Two other
participants thought that it would help to get an
overview of the whole team, one of them pointing
out that it was particularly important for the first
author. Another participant, pointed out that “it
does not necessarily mean that you don’t trust
people to do a good job, it would just cut down
the chances of a mistake”. One novice researcher
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Table 15. Comments about ease of use

ID Feature Theme Participants Experience
IS1 Ease of setup Depends on tool 2 H(1), H(1)

Poor installation frustrates 2 M(1), H(1)
Job for IT staff 2 M(1), H(1)

IS2 Installation guide Job for IT staff 1 L(1)
IS3 Tutorial None n/a n/a
IS4 Self-contained Depends on tool 3 L(1), H(2)

mentioned that it might over-complicate the pro-
cess.

It is possible that systematic reviewers with-
out software engineering experience would not
appreciate it that in order to produce a software
tool that supports independent quality assess-
ment and data extraction of documents by two
or more researchers, it identifies disagreements
among their extractions and facilitates the pro-
duction of a final mediated extraction, a certain
kind of role management is essential.

All participants felt that tool support for
re-using data from past SRs would be useful (see
Table 8 row SRM5). Two participants mentioned
it was important for updating existing reviews.
Other participants mentioned possible uses of
such a feature:
– When using primary studies that were used in

a previous SR, the quality assessment could
be reused.

– The references for primary studies used in
previous SRs would be available.

– Using the search terms, you could automati-
cally identify papers that were used in previ-
ous SRs.

5.3.3. Ease of use

Features related to the setup of a SRLC tool are
labelled IS1 to IS4 in Table 8.

Most participants were in favour of tools that
were easy to setup (see Table 8 row IS1), and
included an installation guide (see Table 8 row
IS2) and a tutorial (see Table 8 row IS3). They
also felt having a self-contained tool4 was either
Highly desirable (six participants) or Desirable
(six participants) (see Table 8 row IS4).

Table 15 identifies the main discussion themes
for ease of use features, identifying issues that
were mentioned more than once. With respect
to a simple setup accompanied by an installa-
tion guide, three participants mention IT staff
were available to handle installation issues. Two
participants felt that without a simple installa-
tion process, users would become frustrated with
a tool. Two participants, however, felt that “if
the tool is good enough”, then, “some people are
prepared to give [the difficult setup] a go”. These
features are discussed further in Section 5.6.

With respect to whether SR lifecycle tool
should be self-contained, three of the partici-
pants, felt it was not a really important issue,
since they would be quite satisfied to install other
packages if the tool “does stuff that nothing else
can do”.

5.3.4. Economic features

Economic features are labelled E1 and E2 in Ta-
ble 8. With regards to the cost of a tool, opinions
differed (see Table 8 row E1). At the extremes,
five participants thought free tools were Highly
desirable whereas four participants thought free
tools were not necessary.

Table 16 identifies the main discussion themes
for economic features. The discussion of the cost
of tools centred around the concern that it was
not possible to get good quality, trustworthy
tools that provided all required features without
payment. Nine participants mentioned that they
did not expect good tools to be free.

Three participants mentioned different li-
censes for different users would be a good idea, al-
lowing free systems for students or for private use.

4I.e. a tool able to function, primarily, as a stand-alone application.
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Table 16. Comments about economic features

ID Feature Theme Participants Experience
E1 Free Good tools aren’t free 9 L(4), M(1), H(4)

Different licences for differ-
ent users

3 L(1), M(1), H(1)

E2 Maintained Methods evolve 4 L(2), M(1), H(1)
Need defect management 2 L(1), H(1)

All participants felt post development main-
tenance of a tool (see Table 8 row E2) was ei-
ther Mandatory (six participants) or Highly de-
sirable (seven participants). The discussion of
this feature concerned the need for maintenance,
with four participants pointing out that meth-
ods evolve and two mentioning that such large,
complex systems would probably include defects
that would need to be corrected.

Overall trends

Several themes were identified against more than
two features:
– Viability (i.e. the concern that the feature

would be difficult to automate) was identified
against seven different features.

– Time saving (i.e. the potential for a feature
to substantially decrease the SR workload)
was identified against five features.

– Use other tools (i.e. the availability of other
tools to implement the feature requirements)
was identified against three features. The spe-
cific features were Protocol Development, Re-
porting and Report Validation.

– For complex projects (i.e. the feature was
considered appropriate for projects with large
or distributed teams) was identified against
three features. The specific features were Pro-
tocol Development, Multiple Users and Role
Management.
Table 17 shows the number of times partici-

pants mention the issues of Viability and time
saving for each SR process tool feature5. This
table suggests that participants were most con-
cerned about the viability of support for the
search process, data extraction and reporting. In
addition, participants identified time saving as

likely for search automation, selection and data
synthesis processes more often than for other
processes.

Table 18 shows the distribution of comments
concerning Viability and Time saving against
individual participants. It shows the number of
times each participant made a comment about
each issue. The table shows that concerns about
viability of tool support are spread across all
but one of the participants. On the other hand,
although only one participant with a high level
of experience mentioned time saving four times,
four out of six participants who mentioned time
saving had low levels of experience suggesting
the time taken to complete an SR is of more
importance to relative novices. This is consistent
with the results shown in Table 2, where five
out of six participants who mentioned that SRs
were generally time consuming had low levels of
experience.

5.3.5. Comparison of importance ratings

Table 8 presents the assessment of the impor-
tance of the features to SE researchers. No
assessment for the importance of reusing re-
sults from previous SRs was provided, because
the reuse of past project data is seldom per-
formed in SE systematic reviews, so there was
possibility of rating the importance of this
feature.

A comparison of the assessment results and
the study participants’ assessments shows that
for every feature, the majority of participants
agreed that it was important. Thus, the set of all
features that should be included in a SRLC tool
is quite robust to differences between domains.
As it was expected, there were differences in the

5Time saving and Viability were not mentioned against any other feature groups.
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Table 17. Distribution of general comments
against features

Feature Viability Time saving
Protocol development 1 0
Protocol validation 0 0
Search process 5 3
Study selection 0 3
Quality assessment 2 0
Data extraction 4 0
Data synthesis 2 3
Text analysis 2 1
Meta-analysis 0 0
Reporting 4 1
Report validation 0 0

Table 18. Distribution of general comments
against participants

Participant Experience Viability Time saving
P01 M 1 1
P02 L 1 0
P03 L 5 1
P04 L 1 2
P05 M 1 0
P06 L 3 1
P07 L 2 1
P08 H 0 0
P09 H 2 0
P10 L 2 0
P11 L 2 0
P12 H 1 0
P13 H 1 4

evaluation of the importance of features among
individual participants and among domains. How-
ever, there were also similarities.

For ten features, the modal response of par-
ticipants to the importance of the feature was
exactly the same as this assessment. In the case
of three other features, there were two modal
values for feature importance, and in both cases
one of the modal values was the same as ours.
In only three of the remaining features, did the
modal value of the participants scores differ by
more than one level from ours. The three features
with substantial disagreement were:
1. Security, regarded as Desirable by the au-

thors, had a modal value of Mandatory
among the interview participants.

2. Meta-analysis, which we regarded as
Nice-to-have, but which nine of the 13 in-
terview participants rated as Mandatory or
Highly desirable.

3. Role management, which was regarded as
Highly desirable, while the modal response of
the participants was Nice-to-have. However,
it should also be noted that six of the par-
ticipants rated this feature as Mandatory or
Highly desirable.
These results confirm that the importance

of various features is context dependent. For
example, meta-analysis is rarely undertaken in
SE research but is a normal part of health care
research, so it is much less important to SE re-
searchers than health care researchers. Nonethe-

less, although there are differences, it appears
that the importance of features is surprisingly
similar across the different domains. It should
also be noted that none of the participants sug-
gested any additional features which confirms
that the SR methodology is not radically differ-
ent in different domains.

5.4. The effect of experience on
perceptions of feature importance

There has been considerable discussion in SE
about the problems facing novice reviewers (see,
for example, [12] and [11]). Furthermore, this is-
sue was directly investigated by Hassler et al. [31].
Therefore the main interest was the investigation
whether relative novices had different perceptions
of the importance of tool features compared with
more experienced reviewers.

Table 19 addresses exactly this issue. The
column labelled Total % Score is the percentage
of the maximum importance score obtained for
a specific feature across all participants. The
score was obtained by mapping the ordinal scale
points for importance to numbers (i.e. Manda-
tory = 4, Highly desirable = 3, Desirable = 2,
Nice to have = 1 and Not needed = 0). The total
percentage importance score for a feature was
obtained as follows:

TotalScorei = 100
ΣjImportancei,j

Σj(4) (1)



Tool Features to Support Systematic Reviews in Software Engineering – A Cross Domain Study 99

Table 19. Relationship between features scores and experience

ID Feature Total % Score Low exp High exp Diff
SRM1 Multiple users 88.46 79.17 96.43 17.26
SRT6 Data extraction 86.54 79.17 92.86 13.69
E2 Maintained 86.54 75.00 96.43 21.43
SRT5 Quality assessment 82.69 79.17 85.71 6.55
SRT7 Data synthesis 82.69 70.83 92.86 22.02
SRT4 Study selection 80.77 70.83 89.29 18.45
IS1 Ease of Setup 80.77 70.83 89.29 18.45
SRM2 Document management 78.75 70.83 85.71 14.88
SRM5 Reuse of past data 75.00 66.67 82.14 15.48
SRT9 Meta-analysis 71.15 58.33 82.14 23.81
IS2 Installation guide 69.12 58.33 78.57 20.24
IS3 Tutorial 69.12 58.33 78.57 20.24
SRM3 Security 67.31 50.00 82.14 32.14
SRT3 Search process 65.38 79.17 53.57 -25.60
IS4 Self-contained 57.69 54.17 60.71 6.55
SRM4 Role management 55.77 33.33 75.00 41.67
SRT1 Protocol development 51.92 50.00 53.57 3.57
SRT10 Reporting 46.15 45.83 46.43 0.60
E1 Free 42.31 37.50 46.43 8.93
SRT2 Protocol validation 34.62 37.50 32.14 -5.36
SRT8 Text analysis 34.62 29.17 39.29 10.12
SRT11 Report validation 34.62 37.50 32.14 -5.36

where TotalScorei is the percentage of the maxi-
mum score for feature i, and the maximum score
for a feature is Σj(4), j = 1, . . . , 13 is the number
of participants and Importancei,j is the impor-
tance score that participant j gave to feature i.
The table is ordered on this column.

The column labelled Low exp reports the
percentage score for the six participants who had
performed between one and five SRs and the
column labelled High exp reports the percentage
score for the seven participants who had com-
pleted more than five SRs. The column labelled
Diff is the difference between the High exp score
and the Low exp score.

Table 19 shows that, in general, participants
with high levels of experience rated tool fea-
tures higher than relative novices, since only
three of the 22 features were scored higher by
the relative novices than by the experienced
participants.

It also seems that the relative importance
of tools is quite similar for both groups, since
the Pearson correlation between the scores for
relative novices and experienced staff was 0.76.
There are three features which exhibit extremely
anomalous values:

1. Search process support was scored much lower
by experienced participants than by relative
novices.

2. Role management support was scored much
higher by experienced participants than by
relative novices.

3. Security support was also scored much higher
by experienced participants than by relative
novices but is not such an extreme anomaly.

Excluding these feature increases the correlation
between the scores to 0.95.

5.5. The effect of SR type and domain

The authors hoped to assess whether the type
of systematic review researchers performed in-
fluenced their perception of the importance of
different framework features. For example, the
authors expected researchers who primarily un-
dertook quantitative systematic reviews to em-
phasise the importance of meta-analysis tools
and researchers who primarily undertook quali-
tative systematic reviews to emphasise the im-
portance of more general data synthesis facilities
and text analysis facilities. It was also expected
that social science researchers would undertake
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Table 20. Experience and importance scores for analysis features

Experience SR type Domain Meta-analysis Data Text
synthesis analysis

Low Quant HC 3 3 2
Low Qual HC 3 2 3
Low Qual HC 1 3 0
Low Quant HC 2 3 0
Low Quant SS 4 3 1
Low Both SS 1 3 1
High Both HC 4 4 0
High Both SS 4 4 3
High Quant HC 3 4 1
High Both SS 3 4 2
High Both SS 2 4 3
High Qual SS 3 3 1
High Both HC 4 3 1

Table 21. The impact of domain and SR type on scores for analysis features

Factor Type Participants Meta-analysis Data Text
synthesis analysis

Domain HC 7 71.43 78.57 25.00
SS 6 71.43 71.57 35.71

SR type Both 6 75.00 91.67 41.67
Qual 3 58.33 66.67 33.33
Quant 4 75.00 81.25 25.00

qualitative systematic reviews and health care re-
searchers would undertake primarily quantitative
systematic reviews.

The expectations of the authors were not
met. Table 20 shows the systematic review type,
Domain type of participants and their impor-
tance scores for meta-analysis, data synthesis
and text analysis. Four of the social science par-
ticipants and two from health care reported per-
forming both quantitative and qualitative sys-
tematic reviews. Of the remaining five health
care researchers, three concentrated on quantita-
tive systematic reviews and two on qualitative
systematic reviews. Of the remaining two social
sciences participants, one primarily undertook
qualitative studies and the other primarily un-
dertook quantitative studies. The impact of the
domain and SR type are summarized in Table 21.
In the case of tool support for meta-analysis
and data synthesis, Table 19 shows that more
experienced participants tended to regard such
a feature to be more important than the less

experienced ones, however, Table 21 suggests
that there is no domain effect.

With respect to SR type, Table 21 suggests
that participants doing qualitative studies may
regard support for meta-analysis and data syn-
thesis as less important than other subjects. How-
ever, this result may be confounded with expe-
rience since only two of the seven subjects who
concentrated on a single study type had high lev-
els of experience whereas five of the six subjects
who did both types of study had high levels of
experience.

5.6. Revising the setup
and installation features

During the previous validation of the SRLC tool
framework [18] it was difficult to distinguish be-
tween the three features related to installing and
using the SRLC tool and therewas an idea that
would be better to integrate the three features
into a single feature. The scores given by each
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Table 22. Experience and importance scores for features related to installation
and set up

Experience Ease of set up Installation guide Tutorial
Low 4 1 2
Low 3 3 2
Low 3 3 3
Low 3 3 3
Low 1 1 1
Low 3 3 3
High 4 1 1
High 4 4 4
High 4 4 4
High 4 4 4
High 2 2 2
High 3 3 3
High 4 4 4

participant to each of the three features is shown
in Table 22. Across the three features, 10 of the
13 participants gave the same score for all three
features. Those that gave different scores, scored
the Installation guide and Tutorial lower than
Ease of Set up. This result supports the view that
only one high-level feature is needed to address
the set up and installation.

However, participants’ earlier comments re-
lating to the difficulty of using EPPI-reviewer
and RevMan (see Table 7) suggest that usability
is a significant issue to users. Therefore, a fea-
ture relating to provision of a Tutorial should
be included. However, it might be preferable to
generalise the feature and use the term Ease of
Use, with a tutorial as one way of implementing
such a feature.

6. Discussion

In this section the results of this cross-domain
study is discussed from the viewpoint of the
research goals.

6.1. The relevance of experiences from
other domains

The results show that there are some differences
between SE reviews and those in health care and
social sciences. For example, health care and so-
cial science researchers may undertake systematic

reviews commissioned by clients, whereas in SE
these are normally researchers that undertake sys-
tematic reviews to further their own research goals.

There were other differences which the au-
thors believe are likely to be due to the rela-
tive immaturity of systematic reviews in soft-
ware engineering. For example, in Hassler et al.’s
study [31] researchers with a high level of expe-
rience were defined as those who had performed
three or more SRs, whereas in this study the
highest experience levels of more than 15 SRs
were categorized. In addition, reports from SE
researchers summarized in [9] concentrated on
technical processes which were emphasized in the
first two versions of the SE systematic review
guidelines. In contrast comments from the par-
ticipants of this study identified issues related
to review management not only issues related
to technical processes. This is consistent with
the results of Hassler et al.’s study [31] in which
he noted that researchers with higher experience
levels voted for features that aided tactical ac-
tivities, whereas novices voted mainly for tools
supporting operational tasks. As researchers in
software engineering begin to perform more com-
plicated systematic reviews, both in terms of
SRs that involve many distributed researchers,
as well as studies that involve large numbers of
candidate primary studies, possibly of different
study types, it was expected that SE researchers
would experience more problems associated with
systematic review management.
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Another difference was that there were two
additional challenges mentioned by study partic-
ipants that were not considered in the SE litera-
ture: version control and formatting references.
Both of these issues seem important in a com-
prehensive SRLC tool, so need to be considered
in any comprehensive evaluation framework for
SRLC tools.

We also observed some differences in the rat-
ings of importance of SLRC tool features, com-
pared with our assessment of the importance of
such features to SE researchers:
– Support for meta-analysis appeared to be

more important to participants than it was
assessed to be to SE researchers in this study.
This was true even for two of the three partic-
ipants who primarily undertook qualitative
reviews. It appeared that study participants
were well aware that meta-analysis tools are
essential for some quantitative studies, even
if they did not use such tools themselves.

– Support for security was more important in
the health care and social science domains
than it is in SE. In particular, more experi-
enced participants were very concerned about
restricting access to confidential information
(only one of the five participants who men-
tioned this was a relative novice), whereas
two relative novices felt that since they were
dealing with existing published papers confi-
dentiality was not an issue. In terms of SE
researchers, it would certainly be the case
that mapping studies were unlikely to have
any confidentiality issues.

– There was a lack of strong support for textual
analysis tools. Kitchenham and Brereton [9]
reported that there were a substantial num-
ber of software engineering studies addressing
textual analysis for systematic reviews and
Marshall and Brereton [9] identified the num-
ber of tools to support textual analysis, so
more enthusiasm was expected for such a fea-
ture. However, the modal response among
the 13 participants was that such a feature
was only “Nice-to-have”. Nonetheless, par-
ticipants were enthusiastic about other fea-
tures that could be implemented using tex-
tual analysis such as study selection (modal

response “Highly desirable”) and data synthe-
sis (modal response “Highly desirable”) and
one user of EPPI-reviewer pointed out that
EPPI-reviewer used textual analysis to imple-
ment a feature that finds the most relevant
studies. It was concluded that textual analy-
sis may be necessary in order to implement
SRLC tool features, but it may not be needed
as a top level feature available directly to tool
users.
Overall, it was concluded that there are com-

mon challenges among the different domains and
the results of this study could be used to to
evaluate and refine our evaluation framework.
Furthermore, since the domains have similar chal-
lenges, it is in the interest of software engineering
researchers to remain aware of innovations in
the systematic review methodology to avoid the
risks of both missing out on new methods or
re-inventing the wheel.

6.2. Tools used to support systematic
reviews

Participants identified 14 tools that they used
while doing systematic reviews. The most com-
monly used tools were reference manager tools
in particular RefWorks and EndNote. In ad-
dition, the participants mentioned two SRLC
tools: RevMan and EPPI-reviewer. However
some of the tools were general purpose tools
such as Microsoft Word and Excel, while oth-
ers were statistical software tools or bespoke
tools. The core set of ten tools that support
systematic reviews including reference managers,
SRLC tools and meta-analysis tools, together
with tools identified in Marshall and Brereton’s
mapping study [21] and tools identified from
other sources (i.e. [28, 34], and the Cochrane
Collaboration website) were incorporated into
an online tool called SRToolbox [29]. This set
of tools has been substantially updated since
this research was completed, and the most
up-to-date categorized list can be found at the
website systematicreviewtools.com. This web-
site is maintained by Marshall and has re-
placed the Cochrane Collaboration web pages
on tools.
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With respect to SRLC tools, EPPI-reviewer
was believed to be relevant to the needs of SE
researchers, however, it is unclear to what extent
it is tailored specifically to the needs of social
scientists, and it is not free.

In the context of features required in SRLC
tools, a common discussion point with our par-
ticipants was whether it was even possible to
automate some of the features. Participants of
all experience levels feared that advanced tools
might be untrustworthy, in particular that they
would miss things or make classification errors
or be incomplete. Thus, SRLC tool developers
need to have a sound rationale for the algorithms
they use to implement features, before their tools
are likely to be widely accepted. Furthermore
potential tool users in SE should appreciate the
difficulty of implementing some of the features
they might desire.

Another important issue was that most par-
ticipants did not expect good quality tools to
be free. Also the participants agreed that tools
needed to be maintained because methods evolve
and complex tools usually have residual errors
that need to be corrected.

6.3. The impact of participant
experience

Generally, more experienced participants rated
features of support tools as more important than
relatively inexperienced participants. It is likely
that the more experienced participants had taken
part in some large, complex systematic reviews
and have, therefore, experienced the problems
that such reviews can cause. Certainly, there
is some evidence that more experienced partici-
pants undertook more varied SRs. Table 1 shows
that five of the six relative novices undertook only
one type of SR (either qualitative or quantitative)
whereas only two of the seven more experienced
researchers performed only one type of study.

The implication for SE researchers is that the
need for SE tools in general, and SRLC tools in
particular, should be expected to increase as SE
researchers become more experienced with the
SR process, and attempt larger and more com-
plex systematic reviews. In particular, Table 2

and Table 8 indicate the importance of tools to
support SR process management in addition to
tools supporting specific SR tasks.

Throughout this study, the participants often
mentioned that the importance of tool features
depended on the size of the team and the com-
plexity of the SR. Thus, requirements for SRLC
tools should probably be elicited from researchers
who have experienced the problems of large-scale
SRs. In addition, the evaluations of such tools
should ideally involve experienced researchers
and large-scale SRs.

Also, since novice researchers usually under-
take relatively small reviews in small teams, they
might be best served by using a variety of tools,
including Microsoft Excel and Word and a ref-
erence manager system, that they are already
familiar with. It is unlikely that novices would
benefit from extensive automation if the over-
heads, such as the required learning time needed
to use a tool effectively, are significant.

6.4. Implications for the evaluation
framework

One of the main aims of the study was to pro-
vide some independent assessment of the SRLC
tool evaluation framework [18]. Kitchenham and
Brereton had been deeply involved in the adop-
tion of systematic reviews in SE. Originally, the
promoted process was developed from the health
care domain and the main focus was on on adapt-
ing the methodology to the SE domain. After
developing the evaluation framework based on
SE practice, it was thought that it would be
extremely valuable to investigate whether there
were more insights to be obtained from other
domains.

The discussion about the features of an SRLC
tool and the relative importance of such fea-
tures confirmed that all of the features and the
majority of the importance ratings were con-
sistent with the views of the health care and
social science researchers. In particular, none of
the features was considered completely unnec-
essary and only three features had importance
ratings very different from the ratings obtained
in this study.
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However, some changes were made in the
evaluation framework as a consequence of the
study results:
1. Analysis of the three features related to the

ease of installation and setup confirmed the
view that it was better to have only one fea-
ture labelled Ease of Setup, where installation
guides are a means by which the feature can
be implemented. In addition, since several
participants commented that RevMan and
EPPI-reviewer were difficult to use, it was
recommended to replace the Tutorial feature
by the Ease of use feature, with a tutorial
as one means of assisting tool users to use
the tool effectively. The feature set should be
renamed as Usability.

2. The discussion about the importance of tex-
tual analysis convinced us that it was not
really a self-standing feature, but represented
a means of supporting various features such
as Data synthesis and Study selection. The
evaluation framework includes additional as-
sessment criteria to assist evaluating how well
each feature is implemented. Now the textual
analysis is included as one of the additional
criteria used to assess the support for these
features.

3. Three challenges that were mentioned by par-
ticipants but had not been discussed in the SE
literature were identified. One of them was
negotiating with policy makers which does
not appear to be an issue of relevance to soft-
ware engineering researchers, and indeed, may
only be of relevance in the UK to health care
and social science researchers. The other two
issues were version control and formatting
references. Both of these issues should be of
concern to software engineering researchers.
Version control was already mentioned in
the evaluation framework as an associated
assessment criteria for the protocol develop-
ment but it should also be included in the
associated evaluation criteria for report de-
velopment. Formatting references should be
included in the additional assessment criteria
of the Search process.

4. Importance level was not assigned to the
Reuse of Past Project Data. It was decided

to adopt the rating of Highly desirable which
was the modal value of the participants’ rat-
ings. However, the users of this evaluation
framework are expected to downgrade the
importance level if they do not plan to keep
their SR results up to date.
The changes have only a limited effect on the

evaluation framework. For example, the SLuRp
tool [20] would have scored 65% with the frame-
work as it was used before this study. The tool
score is the weighted sum of the score for each
feature set: where the weight for the SR activ-
ity feature set is 4, the weight for the Process
Management feature set is 3, the weight for the
Usability feature set is 2, and the weight for the
Economic feature set is 1:

ToolScore = Σi=1,...,4FSW iFSS i

Σi=1,...,4FSW i
(2)

where FSS i is the score for feature set i, and
FSW i is the weight for feature set i.

The score for each feature set is the sum of
the score for the extent to which each feature is
supported (taking values 0, 0.5 and 1) multiplied
by the score of the importance of each feature.
This value is converted to the percentage of the
maximum score for the feature set:

FSS i = 100Σj=1,...,kFI jFS j

Σj=1,...,kFI j
(3)

where FSS i is score for feature set i, FI j is the
numerical importance for feature j in feature set
i and FS j is the extent to which the feature is
supported in the tool being evaluated.

As a result of the changes introduced by this
study the score for SLuRp decreased to 63%
because:
– The feature Ease of Setup was scored as

partly true for SLuRp and was given an imple-
mentation value of 0.5, since an installation
guide was available.

– The feature Installation guide was removed as
a separate feature in the framework decreas-
ing the number of features in the Usability
feature set to four.

– The feature Ease of use was introduced
as a feature (to replace the Tutorial fea-
ture) with an importance of Highly desirable.
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SLuRp scored the minimum value of zero for
the feature since there was no tutorial, nor
an online help facility, and the system is very
complex.

– The feature Re-use of past data was in-
cluded in the Process Management feature
set, with an importance level of Highly desir-
able. SLuRp maintains records of past SRs
and their results, so it scored the maximum
value of one for this feature.

– Text analysis on which SLuRp scored the
maximum value of one was removed as a fea-
ture in the SR activity support feature set.

6.5. Comparison with other results

As reported in Section 3, Hassler and his col-
leagues undertook a series of studies investigating
SR tool requirements. In contrast to the results
reported in this study, their studies concentrated
on the opinions and experiences of the SE com-
munity.

Carver et al. [14] investigated barriers to the
SR process. Many of the issues they mentioned
were discussed in Kitchenham and Brereton’s sys-
tematic review [9]. However, they also provided
a much more detailed discussion of the problems
with current SE databases including the necessity
to deal with duplicates, which was mentioned by
one of the participants in this study. They also
mentioned the issue of coordinating the reviewing
and selection of papers and associated issues for
team management and conflict resolution which
were mentioned by the participants of this study.

The participants in Carver et al.’s study
ranked the SR processes as most in need of tool
support. They ranked Searching Databases as
most important followed by Selecting papers and
Extracting data. In contrast, this study rated
Data Extraction as the most important SR task
requiring support, followed by Quality Assess-
ment and Data Synthesis. This difference may be
caused by the concentration on mapping studies
in SE. Carver et al.’s results suggested relatively
little support for issues related to protocol devel-
opment (i.e. Defining Research Question, Iden-
tifying Keywords, and Creating Search Strings),
which is consistent with the relatively low im-

portance given by our participants to automated
support for protocol development.

It is quite difficult to make detailed compar-
isons between Hassler et al.’s study to identify
barriers to the SR process [30] and [31] this one,
because in each study, the terminology was based
on the terminology used by the participants. In
addition, when the participants of Hassler’s stud-
ies voted, their votes were constrained. They were
given a number of tokens (i.e. votes) and these
tokens were shared across all the features being
voted on and participants could give multiple
tokens to specific features. This process meant
that participants were prioritising across all the
possible tools. In this study the participants were
not asked to make any trade-off when they as-
sessed the importance of individual tool features.

Hassler et al. [30] identified barriers faced by
systematic reviewers related to the SR process,
primary studies, the practitioner community and
tooling. The comparison of the discussion points
in Hassler’s study with the results of this study
is shown in Table 23. Hassler identified the diffi-
culty of meta-analysis as a problem, but looking
at his comments it appears that data synthesis
rather than statistical meta-analysis was a prob-
lem, which is consistent with these results. Barri-
ers related to the practitioner community were not
mentioned as a problem in health care or social
science where the practitioner community may
be more accustomed to the need for systematic
reviews. Hassler’s participants identified barriers
related to tooling in terms of needing improved
search and retrieval facilities including addressing
the problem of rewriting search engine strings
which was mentioned as a challenge by one par-
ticipant. However, support for the search process
did not feature as one of the most important
features in Table 19. It is noticeable that support
for the search process is considered much more
important by relative novices than by experienced
researchers, so the difference between our result
andHassler’s resultsmay reflect the fact that there
are few researchers in SE that have completed
more than 5 systematic reviews. Hassler discussed
the need for support for data extraction and man-
agement. Our results strongly align with this re-
sult, since support for Data Extraction was the
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Table 23. Comparison with barriers discussed in Hassler’s study [30]

Category Issue This study
SR process SR protocol is sequential, but process itera-

tive
Not mentioned

Meta-analysis is difficult Need support for data synthesis
Lack of methods for result interpretation Not mentioned

Primary Title and abstracts misleading Not mentioned
studies Terminology not standardized Mentioned by four participants
Practitioner Difficulty relating to industry needs Not mentioned
community Difficulty justifying structured process Not mentioned
Tooling Electronic databases are inadequate for

search and retrieval
Problem with string translation mentioned
once

Need data extraction and management tools Strong support in this study

second most highly ranked feature by our partici-
pants and features related to Management issues,
such as Multiple Users, Document Management,
Role Management which were all highly ranked
particularly by more experienced researchers.

Hassler et al. undertook a second community
workshop to identify SR tool needs [31]. In this
workshop they had 16 participants of which 10
were categorized as “experts” because they had
completed at least three SRs. They compared
their results with those of Marshall et al. [19] In
this study this analysis was extended to consider
the impact of participant experience as shown in
Table 24. This table is ordered on the total score
for the features in this study. The order of the
total score for equivalent features in Hassler’s
study is shown in parenthesis after the name
of the feature. The experience scores for high
and low experience participants were included,
however, it is important to note that high expe-
rience was equated with completing more than
five SRs so the comparisons are not exact. One
change was introduced to Hassler et al.’s table,
that is the Textual analysis feature was equated
to Hassler’s Automated Analysis rather than to
Statistical Analysis.

The most obvious area of agreement between
the study results is that, given that Multiple
Users and Collaboration are equivalent, they cor-
respond to the most important feature in this
study and the second most important in Has-
sler’s study, with importance rated more highly
by more experienced researchers.

However, there are major differences between
the ranking of tool features. The correlation be-
tween the total scores for this study and for
Hassler et al.’s study is 0.44. Furthermore, the
correlation between the scores for participants
with low experience was 0.24, and between scores
for high experience participants was 0.25. In ad-
dition, the correlation between the high and low
experience participants’ votes in Hassler’s study
was only 0.45.

Differences between Hassler’s results and the
ones obtained in this study could be due to the
specific participants but it could also be caused
by domain differences, experience differences or
differences in the type of SRs in the SE domain.
It is suspected that a major issue is the difference
resulting from the prevalence of mapping stud-
ies in SE. Mapping studies are often confused
with SRs in the SE community. However, they
are often published in conferences and journals
implying that mapping studies are of value to
the SE community. This is not the case in health
care or social sciences. Concentrating on map-
ping studies can lead to SE researchers being
more interested in the search and selection pro-
cesses than researchers in other domains and
less concerned about data extraction and quality
assessment. Also a mapping study analysis is of-
ten concerned with the similarities between large
numbers of studies which is helped by visual
analysis and textual analysis techniques. Thus
the relevance of results from other domains may
depend on the extent to which systematic review
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Table 24. Comparison of features scores and experience for this study and Hassler et al.’s study [31]

Our study Hassler et al.
Feature Total Low

exp
High
exp

Feature Total Low
exp

High
exp

Multiple users 88.46 79.17 96.43 Collaboration (2) 10.7 4.9 13.3
Data extraction 86.54 79.17 92.86 Coding (= 8) 3.8 4.9 3.3
Quality assessment 82.69 79.17 85.71 Quality assessment (= 5) 5.3 2.4 6.7
Data synthesis 82.69 70.83 92.86 Automated analysis (= 5) 5.3 9.8 3.3
Study selection 80.77 70.83 89.29 Study selection (3) 6.9 9.8 5.6
Document management 78.75 70.83 85.71 Study storage (= 8) 3.8 2.4 4.4
Reuse of past data 75.00 66.67 82.14 Data maintenance (4) 6.1 7.3 5.6
Meta-analysis 71.15 58.33 82.14 Statistical analysis (11) 2.3 4.9 1.1
Search process 65.38 79.17 53.57 Integrated search (1) 11.5 9.8 12.2
Protocol development 51.92 50.00 53.57 Development & validation

(= 12)
0.8 0.0 1.1

Reporting 46.15 45.83 46.43 NA
Protocol validation 34.62 37.50 32.14 Development & validation

(12)
0.8 0.0 1.1

Text analysis 34.62 29.17 39.29 Automated analysis (= 5) 5.3 9.8 3.3
Report validation 34.62 37.50 32.14 Report validation (10) 3.1 2.4 4.4

approaches in SE continue to be dominated by
mapping studies.

Some differences may be caused by the rel-
atively low levels of experience among SE re-
searchers. The high and low experience partici-
pants in Hassler’s study are probably closer to
the low experience participants in our study. So
the differences between high and low studies in
Hassler’s study are more likely to be chance ef-
fects than those in this study.

6.6. Limitations

A major limitation of this cross-domain study is
that the use of systematic reviews was discussed,
however, mapping studies (or scoping studies
as they are often referred to in other domains)
were not explicitly discussed. Although the par-
ticipants did not raise the issue of such studies
themselves, it is possible that the assessment of
the importance of some SRLC tool features might
have changed if we had asked them to consider
the implications of the features for scoping stud-
ies. A particular issue for software engineering
SRLC tools is that textual analysis may well play
a more important role in managing the study se-
lection and data extraction for mapping studies
than it does for systematic reviews. However, we

would still expect textual analysis to be used
to implement various features rather than being
a tool feature in its own right.

Another important limitation is that there
were relatively few participants. Nonetheless, the
coverage of the three characteristics thought to
have some influence on participants’ experience
was good: domain, type of SRs they undertake,
and their level of experience. This means that the
group of participants was heterogeneous, which
is often considered the best approach to obtain
a theoretical sample for a qualitative study.

All of the study participants were UK-based,
so this might introduce some cultural bias into
the study. However, all versions of the SE sys-
tematic review guidelines were based primarily
on UK standards and they were widely adopted
among software engineers from many different
countries. Thus, our SR practices in software
engineering may already have a built-in UK cul-
tural bias.

Yet another limitation of this cross-domain
study are those related to the method of
semi-structured interviews and the experience of
the interviewer. Since this study was part of Mar-
shall’s PhD research, he performed all the reviews
himself. However, in general, interview-based
studies might be improved by the use of observer
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triangulation. In addition, semi-structured inter-
views depend strongly on the communication
skills of the interviewer [35]. Marshall attempted
to address this issue by undertaking a pilot study.
Other risks are associated with the participants’
impression of the interviewer. Research suggests
that people respond differently depending on how
they perceive the interviewer (the interviewer ef-
fect [36]). Factors such as gender, age and the
ethnic origins of the interviewer have a bear-
ing on the amount of information people are
willing to contribute [36]. In addition, partici-
pants’ responses can be influenced by what they
think the situation requires [37]. Marshall did all
the interviews and made every effort to put the
participants at ease and to explain the purpose
of the interview. In addition, the fact that he
was reasonably knowledgeable about systematic
reviews and systematic review tools was found
useful in overcoming potential problems due to
his relatively junior level. Risks associated to
missing relevant questions as the participants
lead the flow of the interview were mitigated by
using a list of questions and key themes to check
the progress of the interview.

7. Conclusions

The results of our cross-domain study suggest
that, in the context of systematic reviews, expe-
riences of researchers in other disciplines can be
valuable for SE researchers. The implications of
this are:
– Standalone tools used by systematic review-

ers in other domains may be of value to sys-
tematic reviewers in SE. We recommend SE
researchers, particularly those supervising ju-
nior researchers, to periodically consult the
SR Toolbox to keep track of available tools.

– SE researchers producing tools for systematic
reviews should also be aware of the currently
available tools and their features. In particu-
lar, in the context of SRLC tools, the features
available in the EPPI-reviewer tool might be
worth studying.

– SE researchers can benefit from keeping
abreast of systematic review developments in

other disciplines. This is important to avoid
a methodological drift. Researchers should
not want general scientific methods to start to
diverge across different domains. Nonetheless,
there are some differences between domains
that can impact the adoption of standards
or tools, such as the importance of map-
ping studies, which makes it useful for SE
researchers to continue to study SR method-
ology.
In terms of the impact of the results re-

ported in this paper, we made several changes to
our framework for evaluating SRLC tools. The
changes were easy to implement and overall it
appeared that the framework was quite robust
across different domains [38].

We intend to continue refining the evaluation
framework’s feature set and evaluation criteria
to accommodate the selection and assessment
of novel tools developed to support systematic
reviews. For example, a case study is currently
under way to compare and evaluate a selection of
tools that support network meta-analysis which
uses an expanded version of the evaluation frame-
work. Further refinements to the framework will
also be reflected as part of the ongoing devel-
opment of the Systematic Review Toolbox to
classify tools.
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Appendix A. Interview guide

The interview guide was intended to help struc-
ture the interview and ensure that all relevant
points were covered. Since these interviews were
semi-structured, it might be the case that not all
questions were required. Similarly, supplementary
questions, not recorded in this guide, could be
asked, depending on the individual circumstances
of each interview. Questions have been classi-
fied into four groups; namely, Group 1: Subject
Context, Group 2: Personal Experience with Sys-
tematic Reviews, Group 3: Experience with Tools
to Support Systematic Reviews and Group 4: Fea-
tures for a Tool to Support Systematic Reviews.

A1. Introduction

Welcome the participant and ensure they are
suitably comfortable, etc. Explain the purpose of
the interview again so as to gather information
about tools to support systematic reviews.

A2. Group 1: G1 subject context

Questions in Group 1 will be asked about the
participants’ discipline. In particular, we are in-
terested in discovering how SRs are used within
the domain, the infrastructure provided when
undertaking a SR and any tools that are avail-
able to support the process. Four questions will
be asked.
G1-Q01. Could you tell me about your disci-

pline?
G1-Q02. How do systematic reviews play a role

within your discipline?
G1-Q03. What infrastructure does your disci-

pline provide to support reviewers when per-
forming an SR? (e.g. guidelines)

G1-Q04. What tools to support SRs are avail-
able within your discipline?

A3. Group 2: G2 personal experience
with systematic reviews

Questions in Group 2 will be asked about the par-
ticipants’ personal experience when performing
an SR. In particular, we are interested to learn

the extent of their experience, their thoughts on
the usefulness of SRs, what they believe to be
the main challenges and which aspects they feel
are most in need of support.
G2-Q01. How many SRs have you performed?
G2-Q02. Do you find SRs useful?
G2-Q03. What, in your opinion, are the main

challenges when undertaking a SR?
G2-Q04. In your experience, what are the key

aspects of the SR process that you feel are
most in need of automated tool support?

A4. Group 3: G3 experience with tools
to support systematic reviews

The questions asked in Group 3 will depend on
whether or not the participant has experience
using a tool to support them whilst undertaking
an SR. If the experience exists, the participant
will be asked about their experience using the
tool(s). If the participant has not used a tool
before, they will be asked why they haven’t and
whether they might consider using one in the
future. In addition, question G3-Q09 initiates
the snowballing sampling technique.
G3-Q01. Generally, do you feel the SR process

could benefit from automated support?
G3-Q02. Have you used a tool (or multiple

tools) to support yourself whilst undertaking
a SR?

If the participant has experience using a tool,
ask questions G3-Q003 to G3-Q06. If they have
no experience using a tool, advance to question
G3-Q07.
G3-Q03. What is the tool called? (This might

have already been identified by question
G1-Q04.)

G3-Q04. In your opinion, what were the main
strengths of the tool?

G3-Q05. What were its key weaknesses?
G3-Q06. Overall, did you feel that using the

tool was useful? (i.e. did you feel sufficiently
supported?)

G3-Q07. Would you use the tool again?
G3-Q08. Is there a particular reason why you

haven’t used one? (e.g. don’t know enough
about them, don’t feel they are necessary,
etc.)
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G3-Q09. Would you consider using one in the
future?

G3-Q10. Do you know someone who has used
one? (Snowball sampling.)

A5. Group 4: G4 features for a tool to
support systematic reviews

Questions in Group 4 involve a data collection
exercise. The interviewer will explain that a set
of features for a tool to support the overall SR
process has been developed. In their opinion, and
in the context of the SR process within their dis-
cipline, the participant will be asked to determine
whether each feature is considered “Mandatory
(M)”, “Highly desirable (HD)”, “Desirable (D)”
or “Nice-to-have (N)”. Alternatively, the partici-
pant can decide that a feature is “Not necessary
(NN)”. The interviewer will record the ratings
made by each participant using a form with a row
for each feature and a column for each rating
level.

A5.1. Feature Set 1 (F1): economic G4-F1

Questions relating to this feature set concern eco-
nomic factors relating to the initial cost of the
tool and the subsequent support for maintaining
(or upgrading) the tool. Three questions will be
asked.
G4-F1-Q01. How important is it that a tool

should not require financial payment to be
used?

G4-F1-Q02. How important is a well and freely
maintained tool?

G4-F1-Q03. Are there any features you can
think of that you might add to this feature
set?

A5.2. Feature Set 2 (F2): ease of introduction
and setup G4-F2

Questions relating to this feature set focus on
the level of difficulty inherent in setting up and
using the tool for the first time. Five questions
will be asked.
G4-F2-Q01. How important is a simple instal-

lation and setup procedure?

G4-F2-Q02. How important is the presence of
an installation guide?

G4-F2-Q03. How important is the presence of
a tutorial?

G4-F2-Q04. How important is it that the tool
is as self-contained as possible? (i.e. able to
function as a stand-alone application with
minimal requirements from other external
technologies.)

G4-F2-Q05. Are there any features you can
think of that you might add to this feature
set?

A5.3. Feature Set 3 (F3): SR activity support
G4-F3

Questions relating to this feature set relate to
how well the tool supports each of the three
main phases of an SR and the steps (or ac-
tivities) within these phases. Here 12 questions
will be asked. G4-F3-Q01 and G4-F3-Q02 con-
cern features that support the planning phase of
a SR. G4-F3-Q03 to G4-F3-Q09 relate to features
supporting the conduct phase. G3-F3-Q10 and
G3-F3-Q11 concern features that support the
report phase.
G4-F3-Q01. How important is a feature that

supports the development of a review proto-
col? (e.g. the tool provides support for col-
laboration using a template and control of
versions to keep track of any changes to the
protocol during its development.)

G4-F3-Q02. How important is a feature that
supports protocol validation? (e.g. enabling
evaluation checklists to be distributed to and
completed by members of the review team.)

G4-F3-Q03. How important is a feature that
provides support for the search process? (e.g.
performing an automated search from within
the tool which identifies duplicate papers and
handles them accordingly.)

G4-F3-Q04. How important is a feature that
provides support for study selection and val-
idation? (e.g. the tool provides support for
a multi-stage selection process, for multiple
users to apply the inclusion/exclusion crite-
ria independently and a facility to resolve
disagreements.)
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G4-F3-Q05. How important is a feature that
provides support for quality assessment and
validation? (e.g. the tool enables the use of
a suitable quality assessment criteria, allows
multiple users to perform the scoring inde-
pendently and provides a facility to resolve
conflicts.)

G4-F3-Q06. How important is a feature that
provides support for data extraction? (e.g. the
tool provides support for the extraction and
storage of qualitative data using classification
and mapping techniques and, in addition, the
extraction of quantitative data, which man-
ages the specific numerical data reported in
a study, should also be supported.)

G4-F3-Q07. How important is a feature that
provides support for data synthesis? (e.g. the
tool provides automated analysis on extrac-
tion data such as table/chart generation.)

G4-F3-Q08. How important is a feature that
provides text analysis?

G4-F3-Q09. How important is a feature that
provides meta-analysis?

G4-F3-Q10. How important is a feature that
supports the report phase of a SR? (e.g. the
tool provides a template to assist the report
write-up.)

G4-F3-Q11. How important is a feature that
supports report validation? (e.g. automated
evaluation checklists similar to the example
given for protocol validation).

G4-F3-Q12. Are there any features you can
think of that you might add to this feature set?

A5.4. Feature Set 4: (F4) process management
G4-F4

Questions relating to this feature set relate to
the management of an SR. Six questions will be
asked.
G4-F4-Q01. How important is allowing multi-

ple users to work on a single review?
G4-F4-Q02. How important are document

management facilities? (e.g. in particular,
managing large collections of papers, studies
and the relationships between them.)

G4-F4-Q03. How important are security fea-
tures? (e.g. log-in or a similar system.)

G4-F4-Q04. How important is the feature that
provides support for role management? (e.g.
state which users will perform certain activ-
ities, such as study selection, quality assess-
ment, data extraction etc., and allocate pa-
pers accordingly.)

G4-F4-Q05. Is it important that the tool sup-
ports multiple projects? (i.e. the user can
perform multiple SR projects using the tool.)

G4-F4-Q06. Are there any features you can
think of that you might add to this feature
set?

Appendix B. Interview Preparation
Form

Each participant received the following informa-
tion, sent on Keele University headed paper:
Study Title Tool Support for Systematic Re-
views in Software Engineering
Aims of the Research The aim of this inter-
view is to gather information about the availabil-
ity, use, potential and effectiveness of automated
tools which provide support for systematic re-
views.
How long will the interview take? The in-
terview should take no more than one hour to
complete.
What will I be asked about? The interview
will focus on discussing your thoughts and ex-
perience using tools to support the conduct of
a systematic review. However, we are also inter-
ested in learning about the systematic review
process particularly within your discipline. Ques-
tions will be asked in the following topics: The
role of systematic reviews within your discipline.
Known tools that are used to support the con-
duct of systematic reviews within your domain.
Your personal experience undertaking systematic
reviews (with/without the help of tools.)
How will information about me be used?
The data collected will contribute towards the
development of a refined framework for an overall
tool to support SRs.
Who will have access to the information
about me? The only people who will have
access to the data collected are the members
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of the research team conducting this study.
This include Christopher Marshall (PhD Re-
searcher), Prof Pearl Brereton (Lead Supervi-
sor) and Prof Barbara Kitchenham (Second
Supervisor). All data will be made anony-
mous during the analysis process for future re-
ports and research projects. Notes taken dur-
ing the interview process will be stored on
a password protected computer. Audio record-
ings (providing you have agreed for the inter-
view to be recorded) will be stored in a locked
filing cabinet.
Who is funding the research? This research
is partly supported by Keele University’s Envi-
ronmental, Physical Sciences and Applied Math-
ematics (EPSAM) Research Institute.

Appendix C. Coding participants
comments about the
lifecycle tool features

The mechanism used for coding the participants
comments about specific features was to tabu-
late the comments each participant made about
the feature. Then participant comments that
addressed a general issue were highlighted, in-
cluding comments:
– Identified benefits that the feature would de-

liver (Inc1).
– Identified possible problems or limitations

associated with the feature (Inc2).
but excluding comments that:
– Restated or emphasized the participant’s rat-

ing of the importance of the feature (Exc1).
– Discussed how the feature would work (Exc2).
– Restated some comment about the feature

that had already been coded for that partici-
pant (Exc3).
The highlighted comments were read and the

topics that addressed the same issue were identi-
fied and given a short description. The 22 features
were coded one feature at a time. However, the
use of codes was checked, so that if any similar
comments occurred in subsequent features, the
same terms were used. After the initial coding
of features was completed, we reviewed single
comments in each feature to investigate whether
such comments occurred for different features.

The coding process was performed by
Kitchenham using the comments tabulated by
Marshall and then validated by Brereton.

For example, for the comment for the Search
Process were as follows:
– P01

– No comments.
– P02

– That would be absolutely fantastic. (Com-
ment ignored Exc1 – restated participants’
rating of feature.)

– P03
– That would save a lot of time. (Comment

Inc1 coded as Time Saving.)
– As long as the process is done thoroughly

and you’re not missing anything. (Com-
ment coded Inc1 as Viability defined as
‘will the feature work’?)

– P04
– That would be brilliant. (Comment ig-

nored Exc1.)
– That would be time saving. (Comment

coded as Time Saving.)
– I’m not going to say anything is Manda-

tory I think, because I do them [SRs]
without [the features]. (Comment ignored
Exc1.)

– P05
– I can see there might be problems with

that. (Comment Inc2 coded as Viability.)
– What might be good instead would be to

help build this search strategy. (Comment
Inc1 coded as Help Search Strategy.)

– P06
– I mean it sounds highly desirable, but it

sounds like quite a task. (Comment ig-
nored Exc1.)

– I think that as a reviewer, you’d probably
want to see how they’d actually confirmed
that [that the feature worked]. (Comment
Inc2 coded as Viability.)

– I think if that was shown to be highly re-
liable it would be highly desirable. (Com-
ment ignored Exc3 – restated previously
coded comment.)

– These search engines are updated regu-
larly, These search engines are updated
regularly, constantly update it [the fea-
ture]. (Comment ignored Exc3.)
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– It’s a big ask. (Comment ignored Exc3.)
– P07

– That’s clearly mandatory in my book.
That would be amazing. (Comment ig-
nored Exc1.)

– P08
– I think it could be useful to give an idea

of the number of hits from each database.
(Comment ignored Exc2 – discussing how
the feature would work.)

– It would help for a pilot search. (Comment
ignored Exc2.)

– I wouldn’t want it to replace searching
each individual database. (Comment ig-
nored Exc2.)

– I’m a bit against one search across all of
the databases, because you are not ac-
tually searching the databases properly;
you are not getting the best out of the
databases. (Comment ignored Exc2.)

– You would use different strategies for dif-
ferent databases for good reasons. (Com-
ment Inc2 coded as Viability.)

– P09
– Well if it did it reliably. (Comment Inc2

coded as Viability.)
– The problem is you’ve got different con-

trolled vocabularies in different databases.
(Comment ignored Exc3.)

– It would be highly difficult to automate
all that. (Comment ignored Exc3.)

– I think there are too many things in the
way at the moment to be able to imple-
ment it. (Comment ignored Exc3.)

– P10
– No comments.

– P11
– No comments.

– P12
– I would say highly desirable but I don’t

trust you’d do it. I think there would be
stuff missing. (Comment Inc2 coded as
Viability.)

– P13
– Particularly about translating the search

strategy. (Code ignored Exc1.)
– I’d say that’s highly desirable because it’s

the thing that is time consuming. (Com-
ment Inc2 coded as Time Saving.)

– The bit where our time is valuable is most
valuable is developing the search strategy
in the first place. That sort of translat-
ing bit is very time consuming but it does
not actually have to use that much exper-
tise really. (Comment Inc1 coded as Help
Search Strategy.)
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Abstract
Background: There are many studies on software development teams, but few about the interac-
tions between teams. Current findings suggest that these multi-team systems may have a significant
impact on software development projects.
Aim: The objective of this exploratory study is to provide more evidence on multi-team systems
in software engineering and identify challenges with a potential impact on software quality.
Method: A non-participatory approach was used to collect data on one development project
within a large telecommunication organization. Verbal interactions between team members were
analyzed using a coding scheme following the Grounded Theory approach.
Results: The results show that the interactions between teams are often technical in nature,
outlining technical dependencies between departments, external providers, and even clients.
Conclusion: This article hypothesizes that managers of large software project should (1) identify
external teams most likely to interfere with their development work, (2) appoint brokers to redirect
external requests to the appropriate resource, and (3) ensure that there are opportunities to discuss
technical issues at the multi-team level. Failure to do so could results in delays and the persistence
of codebase-wide issues.
Keywords: multi team system, human interaction, quality management, team manage-
ment, industrial study

1. Introduction

Five hundred years ago, John Donne wrote that
“no man is an island”. Individuals achieve great
things by working together as a team. But many
projects require more than an individual team to
achieve success. “No team is an island” [1] would
be a better description of modern project and
organization management.

Teamwork has indeed long been identified as
important to project success [2–4]. Teamwork
in software development is no different, and
software engineering research also highlighted
the impacts that software development teams
can have. As Watts S. Humphrey wrote, “Sys-
tems development is a team activity, and the
effectiveness of the team largely determines the
quality of the engineering” [5, p. 51]. Teams

rarely work in isolation; teams are often in-
terdependent of each other and must work
together. Recent studies have shown the im-
portance of these interactions between teams,
whether on issues such as organization-wide
knowledge sharing [6], coordination of multiple
agile teams [7] or inter-team communication ef-
fectiveness [8].

This paper presents insights gained from
the analysis of data collected in an exploratory
study. These insights confirm the large amount
of inter-team interactions, and identifies which
teams were more closely connected to the develop-
ment team. It also shows the role the developers
play as middlemen between teams, for example
between clients and testers. Finally, this study
presents the importance of inter-team technical
coordination, which is difficult if the organization
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Table 1. Software engineering publications related to MTS in chronological order

Ref Title (publication year)
[9] Using open spaces to resolve cross team issue (2005)
[10] Implementing Scrum in a distributed software development organization (2007)
[11] Forming to performing: Transitioning large-scale project into Agile (2008)
[12] Fully distributed Scrum: Replicating local productivity and quality with offshore teams (2009)
[13] Moving back to Scrum and scaling to Scrum of Scrums in less than one year (2011)
[14] Scaling Scrum in a large distributed project (2011)
[15] Scrum practice mitigation of global software development coordination challenges: A distinctive

advantage? (2012)
[16] Coordination in co-located Agile software development projects (2012)
[17] Practical Scrum-Scrum team: Way to produce successful and quality software (2013)
[18] Coordination in large-scale Agile software development: A multiteam systems perspective (2014)
[6] Fostering effective inter-team knowledge sharing in Agile software development (2015)
[19] The effects of team backlog dependencies on Agile multiteam systems: A graph theoretical approach

(2015)
[20] A multiple case study on the inter-group interaction speed in large, embedded software companies

employing Agile (2016)
[21] The architect’s role in community shepherding (2016)

only supports inter-team administrative coordi-
nation (i.e. resource planning and scheduling).

The next section presents the related work
(Section 2), with a focus on the organizational
psychology concept of multi-team systems and
how it applies to software engineering. The
methodology (Section 3) presents the context
of the study and how the data was collected and
analyzed. The results (Section 4) presents the
data analysis, while the discussion (Section 5)
presents our hypotheses and limitations to the
conclusions of the study. The conclusion (Sec-
tion 6) summarizes the hypotheses and presents
future avenues of research. Note that this paper
represents an extension of a previous shorter pub-
lication [22]. Some elements of the methodology
were reused here, but the results and analyses
are new.

2. Related work

The current software engineering literature uses
different terms to define the interactions be-
tween multiple teams: inter-team, multi-team,
cross-team, etc. However, these concepts are not
always clearly defined, leaving the exact inter-
pretation to the reader. The research field of
organizational psychology has fortunately stud-

ied this topic extensively, regrouping them under
the umbrella of multi-team systems, or MTS [23].
The MTS are defined as:

Two or more teams that interface directly
and interdependently in response to environ-
mental contingencies toward the accomplish-
ment of collective goals. MTS boundaries are
defined by virtue of the fact that all teams
within the system, while pursuing different
proximal goals (e.g. writing a specific code
module), share at least one common distal
goal (e.g. creating a complete working soft-
ware); and in so doing exhibit input, process,
and outcome interdependence with at least
one other team in the system [24].
Many studies have been published on sin-

gle team dynamics in recent decades. Addition-
ally, there is also a large body of knowledge on
global or distributed software engineering, that
is, multi-team systems spanning different sites
across the globe. However, as far as we could
find, there are few publications on the dynam-
ics between co-localized teams. What should
be done to make teams work together effec-
tively within the same site at the organizational
level?

What is required for success in these kinds
of MTSs is coordination both within and be-
tween teams [emphasis theirs]. That is, al-
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though interventions designed to create a sys-
tem of strong, cohesive component teams
may maximize performance at the team level,
when ultimate system-level goals require syn-
chronization between teams, more is needed.
[...] MTS interventions must also address
interdependencies between teams if perfor-
mance across these kinds of complex systems
is to be maximized [25].
Studies observing MTS in software engi-

neering are still limited [18], with almost all
studies found limited to Agile contexts and
Scrum-of-Scrums meetings, as shown in Table 1.

Mike Cohn, an expert on the Scrum process,
recommends a specific point in the agenda of
“Scrum of Scrums” meeting, his version of MTS
status meetings. Cohn recommends the addition
of a question saying: “Are you about to put
something in another team’s way?” [26]. Cohn’s
recommendation outlines the importance of MTS
and the impact one team can have on another.
This recommendation was used in the field within
“Scrum-of-Scrums” meetings, but with limited
success [7]:

Both case projects started using a model in
which only one issue was discussed: imped-
iments. However, this solution did not turn
out well.[...] Both case projects still recog-
nized the need for project-wide inter-team
synchronization, but did not have any good
solutions to the problem [7].
This shows that while the challenges of MTS

projects are beginning to be better known, work-
ing solutions are still being tested [21].

2.1. Known challenges of MTS projects

This section presents a non-exhaustive list of
challenges of MTS projects, based on what could
be found in the literature. These three challenges
were found to be most prevalent in the context
of this study:
– Finding a compromise between team-level

goals and MTS-level goals.
– Enabling effective communications and tech-

nical knowledge exchange at the MTS level,
– Planning the work at the MTS level.

One of the main MTS challenge is related
to building a compromise between the objec-
tive of the local team goal and the overall goals
of the MTS. In one software engineering case,
the conflicting agendas of team members within
different departments led to the failure of the
project [13]. This challenge has a major impact on
resource allocation. Organizational psychology
researchers observed that “having to simultane-
ously work toward team-level goals along with
MTS-level goals creates a demanding work envi-
ronment” [25]. In software engineering, Santos et
al., reached a similar conclusion. They studied
knowledge sharing between teams in an Agile
context [6]. They noted that the introduction
of new MTS support practices requires more
resources, which must be provided by the orga-
nization, otherwise the practice, and potentially
the project, could fail.

Another challenge is the relative difficulty to
ensure efficient communications at the MTS level,
compared to communications within the team.
A survey conducted by Kiani et al. noted that
due to “lack of communication, almost fourth
of respondents complained that work items they
depended on have changed without any notifica-
tion” [27]. Some basic Agile principles are also af-
fected in MTS contexts. For example, face-to-face
communications are easy at the team level, but
are difficult to apply at the MTS level. It re-
quires the organization to mix people from one
team to another, which is not always possible
[28]. “Boundary spanning”, ensuring communi-
cations between the frontiers of the teams, is an
important challenge within MTS [16,20].

In the same vein, dissemination of technical
information specific to a field of knowledge is also
difficult. Local teams accumulate a significant
amount of knowledge about the specific area in
which they work. How can this knowledge be
effectively communicated to the other teams in
the MTS? If the project is particularly complex,
it may also be difficult to get an overall view
of the project [14]. Each team knows its own
problems, which can be difficult to translate in
a form understandable by other teams that might
not have the same knowledge of the field.
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A third challenge is related to how MTS co-
ordination should be planned. Lanaj et al. found
the following.

Decentralized planning has positive effects on
multiteam system performance, attributable
to enhanced proactivity and aspiration levels.
However, [. . . ] the positive effects associated
with decentralized planning are offset by the
even stronger negative effects attributable
to excessive risk seeking and coordination
failures [29].
The study of MTS coordination has been

identified by one study as “underdeveloped” [18].
However, MTS is a concept defined within the
domain of organizational psychology. Research
in software development already has a large body
of knowledge pertaining to inter-team interac-
tions within the domain of global and distributed
software development [30]. While a global or dis-
tributed development team is a form of MTS,
some MTS can be collocated in the same building.
The team observed interacted with other teams
which were almost all collocated within the same
building. The context of this study is therefore
different from the study of global and distributed
software development, where the issues of geo-
graphical distance and temporal distance play
a large role.

3. Methods

3.1. Industrial context

The study was performed on a large telecommu-
nications organization with over forty years of
experience in the industry. Throughout the years,
the organization has developed a large codebase,
which must be constantly updated. This study
follows one such update project. The outcomes
of this study are based on ten months of obser-
vation of a software development team involved
in a two-year project for an internal client. The
project involved a complete redesign of an exist-
ing software package used in the organization’s
internal business processes.

The technical challenge of this update project
is that it requires the modification of COBOL

legacy software, Web interfaces, mobile device
integration and multiple databases. Its purpose
is to manage work orders. To do this, it needs to
extract data from multiple sources within the en-
terprise (employee list, equipment list, etc.) and
send it to multiple databases (payroll, quality
control, etc.).

The project was a second attempt to overhaul
this complex package. A first attempt had been
made between 2010 and 2012 but was abandoned
after the fully integrated software did not work.
Because this project was a second attempt, many
specifications and design documents could be
reused. Accordingly, the development followed
a traditional waterfall process, as few problems
were expected the second time around. This sec-
ond attempt began in 2013 and was successfully
deployed during October and November 2014.

The organization has no formal MTS coor-
dination practices in place. Coordination at the
MTS level is therefore mostly tacit. This means
that when a team needs information from an-
other team, a member of the first team has to
directly contact another member of the second
team. This causes some issues at the MTS level,
because most developers in the team observed
were new to the company [31] when the project
started, and in some cases did not know who
to contact in the other teams. Despite its tacit
nature, an MTS exists. The need for coordina-
tion between the projects means that interactions
between teams are required to perform the work.

This study observes a development team of
nine members: one manager, four senior devel-
opers, two junior developers and two contract
developers. The team was formed specifically
for this project, of which seven are new to the
organization (i.e. less than five years).

Note that the nature of this MTS is different
from an MTS where several teams are working
on the same project (e.g. a Scrum-of-Scrums
development project). In the MTS observed, all
teams had different projects, with their own goals
and objectives. The development project studied
was the responsibility of a single team, the team
observed. However, to perform that project, that
team could not do it alone, and had to seek help
from other teams.
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The objective of this study is to understand
how a development team interacts with other
external team to do its work. Therefore, the fo-
cus is on the development team. Who does the
development team needs to talk to and why?

3.2. Study approach

The objective of the study was to identify the
cause behind the introduction of quality prob-
lems during software development. Given the
sensitive nature of problem identification within
a large organization, it was decided to opt for
a neutral approach. Data collection was to be
performed using a non-participatory approach,
to avoid organizational influence.

Data collection was limited to weekly sta-
tus meetings because that is the avenue used
by the organization to discuss and resolve MTS
issues. Although there were certainly discussions
between teams outside these weekly status meet-
ings, the most important issues were discussed
at these meetings.

A qualitative approach was chosen to better
understand an area where many variables are
not fully identified. The approach of this study
uses the same rationale as Looney and Nissen:

The present research is exploratory in nature,
is not guided by extensive theory, and is ap-
proaching a “how” research question. Hence
qualitative field research reflects an appropri-
ate method [32].

3.3. Data collection methodology

This study is based on non-participant ob-
servation of the software development team’s
weekly status meetings. These meetings con-
sisted of mandatory all-hands discussions for
the eight developers assigned mostly full-time
to the project, along with the project man-
ager. These meetings included, as needed, de-
velopers from related external modules, testers,
database administrators, security experts, qual-
ity control specialists, etc. The meetings in-
volved up to 15 participants, and up to
five additional participants through conference
calls.

The team discussed the progress made during
the previous week, the work planned for the com-
ing week and obstacles to progress. The problems
raised concerned resources and technical issues.
Few decisions were taken at these meetings, the
purpose being to share the content of the pre-
vious week’s discussions between the different
teams.

A round-table format was used, where each
participant was asked to report on their activities.
The discussions were open and everyone was en-
couraged to contribute. When a particular issue
required too much time, participants were asked
to set another meeting to discuss it. Meetings
lasted about an hour.

The data presented in this study was col-
lected over seven months during the last phase of
the two-year project. It is based on 21 meetings
held between January and July 2014. The same
observer attended all the meetings and took note
of who was involved in each interaction, the topic
being discussed, and the outcome. A typical in-
teraction would last between 5 and 30 seconds.
The notes were then produced as quasi-verbatim
transcripts.

3.4. Coding methodology

Due to the large amount of data collected, it
is necessary to summarize the data obtained in
order to find patterns. This summarization was
performed using a coding methodology based on
the grounded theory approach [33].

Coding was performed after the observa-
tions were completed, based on the meeting
notes taken from February 27th, 2014 to July
31st, 2014. Since it can take time for the peo-
ple observed to be used to the presence of
the researcher [34], and for the researchers
themselves to fully understand the domain
knowledge of the project [35], the data from
the first two meetings were not kept for this
study.

Meetings taking place after July 31st were
also removed from this analysis. These last meet-
ings were mostly related to deployment activities
and featured very little development interactions.
While the analysis of the deployment activities
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would be interesting, it was decided to keep the
development discipline and deployment discipline
separate, as the MTS requirements of both disci-
plines are quite different.

Coding schemes were developed following the
Grounded theory approach [33]. In summary,
coding was performed using the following steps:
1. Open coding of all entries, going over the

data as long as new codes can be added.
2. When no new codes can be added, similar

codes are grouped together.
3. Code groups are formalized into schemes.
4. Return to point (1) until no new codes are

added and no new schemes can be formed.
After multiple coding iterations, three coding

scheme emerged. The first scheme pertains to
whether the interaction observation is related to
a technical or administrative topic:
Technical: interactions related to technical is-

sues (requirements, bugs, data, etc.),
Administrative: interactions related to admin-

istrative issues (deadlines, resources, etc.).
The second scheme pertains to one of the four

types of interaction identified:
Team demands (inputs): These interactions

are requests made by team members to some-
one outside the development team.

Team commitments (outputs): These inter-
actions are requests made by someone outside
the development team to the team or a team
member.

Team coordination (in-out): These interac-
tions are related to meetings which had or
will take place between two or more teams
on a given issue.

Team liaison (brokering): These interactions
are information request to the development
team by someone outside the team. The de-
velopment team cannot answer themselves
and therefore act as knowledge brokers with
another team.
The third scheme pertains to the type of team

interacted with:
Client teams: These teams are responsible for

providing requirements and details on what
they need the software to do, along with vali-
dation of the final result.

3rd party teams: These teams represent the
3rd party library support teams, which per-
forms corrections on the software based on
the service-level agreement (SLA) their 3rd
party holds with the organization. Two inter-
nal module support teams are also included
here, as the interaction with these teams fol-
lowed a protocol similar to the interaction
with support teams outside the organization.

Quality teams: These teams are responsible
for quality assurance and quality control
within the organization.

Ancillary teams within the organization:
The organization has many departments, each
with their own expertise and technical compe-
tencies. For example, one ancillary team was
in charge of the creation and configuration
of the development and test environments.

In-house development teams: These teams
represent other development teams working
in parallel projects on the same codebase.

4. Analysis

Data collection returned a total of 464 topics
discussed within the 21 weekly status meetings
analysed. From these 464 topics, 294 were related
to external teams. Therefore, about 60% of all
topics discussed were related to requests to exter-
nal teams, commitments to fulfil for stakehold-
ers, and other interactions that involved external
team members.

Figure 1 presents the number of interactions
between the observed development team and all
external teams. The teams are split based on the
five team types presented in the previous section.
The closer a team is to the dark centre of Figure 1,
the more interactions they had with the observed
team, and the closer they were to them. Note
that since it was an internal development project
for an organization which does not sell software,
the actual clients of the package upgraded was
the Operations team. The Operations team is in
charge of creating and dispatching work orders.
Field workers receive the work orders and must
on occasion interact with the software. A total
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Figure 1. Proximity of each external team with the observed development team.
The number of interactions are posted on the axes

of 29 different external teams were contacted
during the course of the study.

Table 2 presents the results of the number of
interactions with external team members accord-
ing to their activities, which outlines the amount
of interactions and the rationale for interaction
(to answer team needs, to fulfil team obligations,
etc.). While table 2 present the number of liai-
son interactions, more details are presented in
Figure 2. Table 2 shows that there are numerous
administrative as well as technical interactions
with all the team categories. Note that eight inter-
actions could not be assigned to a specific team,
bringing the total in Table 2 to 294 interactions.

Figure 2 shows the occurrences of liaison
interactions between two teams in which the
observed development team was involved. It
shows that the observed team is pivotal be-
tween the client and the quality group. These
interactions include requirement clarifications,
but also demands by testers to ensure that the
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Figure 2. Liaison interactions (knowledge brokering)
between external team categories. Bubble size

represents the amount of liaison interactions (from
one to seven). Black colour represents technical

interactions, while grey colour represents
administrative interactions

initial data in the system are validated by the
clients before testing can start. More details
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Table 2. Number of interactions with external teams per team category

Team Category Team Demands Team Commitments Team Coordination Team Liaison Total
Tech Admin Tech Admin Tech Admin Tech Admin

Client teams 22 21 19 11 8 7 8 5 101
3rd party teams 35 7 8 3 6 4 4 4 71
Quality teams 3 6 19 7 6 4 10 5 60
Ancillary teams 14 8 3 1 2 0 7 0 35
In-house teams 4 1 8 2 1 1 1 1 19

about the importance of the client/quality in-
teractions can be found in the next section.

4.1. Interaction purpose examples

Tables 3, 4, 5 and 6 present a glimpse of the rea-
sons through actual quotes from the development
team. Each table covers one of the four types
of interactions. The objective is to give an idea
how a topic was associated with the appropriate
interaction type and the appropriate external
team.

4.2. Failure of the first iteration
of the project

As stated earlier, the project observed had al-
ready been done once, but failed. A private com-
munication with a manager who witnessed the
failure of the first iteration but did not partic-
ipate in the second one provides some details
on the failure. According to the manager, the
following factors may have caused the failure of
the first iteration:
– Personality conflicts between the develop-

ment team, the client teams, and the other
3rd party teams. This can be related to “Orga-
nizational Skirmish” identified by Tamburri
et al. [36].

– Contractual issues between the organization
and 3rd party developers. Contract negoti-
ations dragged so long that the contracts
were signed moments before the code was
scheduled for production.

– Pressure from the project manager to filter
interactions with the development team. This
manager required that all requests had to
be submitted directly to her, resulting in
missed or misinterpreted messages. This can

be related to the “Radio-Silence” identified
by Tamburri et al. [36].

– Documentation mostly incomprehensible by
anyone outside the development team. Only
the client teams’ documentation could be
reused as is.
While this statement is only supported by

one witness, it still provides some insight as to
why the project initially failed.

5. Discussion

This section discusses the results and poses three
hypotheses to resolve the identified issues, along
with their potential impact on quality.

5.1. First hypothesis: Identification of
the critical teams and client
implication

This study shows that although interactions with
external teams are important, some teams are
more important than others. The frequency anal-
ysis shows that the interactions of the team
loosely follow a Pareto distribution. Approxi-
mately 78% of external interactions (229 of 294
interactions) are made from about 28% of all
teams contacted (8 of 29 teams). Based on the
data in Figure 1, the distribution of these eight
teams (categories of the corresponding team in
brackets) are:
1. Operations [client team]: 63 interactions.
2. Testing [quality team]: 39 interactions.
3. Library-T [3rd party team]: 27 interactions.
4. Library-S [3rd party team]: 25 interactions.
5. Upper Management [client team]: 25 interac-

tions.
6. Security [quality team]: 18 interactions.
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Table 3. Example quotes related to team demands

Demands to Quote
Client “There is a problem with [the client]. We need the configuration data and we have no

answer from [the client]. I did some work on this, but I cannot finish by myself.” The
team had to ask the client again for the configuration data.

Ancillary “Everything has been settled, except for the database configuration. We do not have
the access rights [to the environment] to prepare this. [...] This configuration should be
done by default! It’s like buying a car and not having a key!” The team had to ask the
environment setup team for the rights to change the database configuration.

In-House “We just receive an analysis from Project-G, which is about 60 pages. The analysis
is very badly written and is essentially incomprehensible.” The team had to ask the
Project-G team a clearer document in order to fulfil the analysis.

Table 4. Example quotes related to team commitments

Commitments to Quote
Client Upper Management has approved a new project with a high priority and a very

aggressive calendar. It is likely that some developers from the development team will be
assigned to this new project. The observed development team must finish their current
project as soon as possible, as delays will be unacceptable for upper management.

Quality “What do we do if we find bugs?” Quality teams need development support during
the developers’ holiday, in August. The development team cannot go on holiday all at
once: someone must stay in place to correct the bugs found by quality teams.

In-House The development team must replace a function so it can support true/false/maybe
values. This is in order to support Project-R, developed by another team, which will
be deployed shortly after their current project ends.

Table 5. Example quotes related to team coordination

Coordination with Quote
Client The development team needs the business processes from the client so they can code

the appropriate functionalities. But the client expects that the development team will
explain how the software will work, and therefore adjust their business process in
consequence. There is confusion as to whom is responsible for providing the business
processes.

3rd Party The development team must discuss with Library-T support to determine which changes
will be covered under the current contract and which changes will be charged extra to
the project.

Quality The development team pressures the testing team to start acceptance testing even
though integrated testing is not finished. The testing team disagrees: the two teams
will need to meet afterward in order to decide what to do. “How can I start acceptance
testing if integrated testing only reach 50% success?”

7. Environment [ancillary team]: 17 interac-
tions.

8. Module-SG [3rd party team]: 16 interactions.
While the other 21 teams have less than ten

interactions each.
Therefore, project managers should try to

identify the teams most likely to have an impact
on the project beforehand, and ensure that com-

munication channels with these teams are clear.
In the case observed, this issue was somewhat
alleviated by making the testing team sits in
the same room as the developers towards the
end of the project. They could not do the same
with their 3rd party developers, which resulted in
some serious issues. For example, communication
problems with 3rd party support teams, coupled
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Table 6. Example quotes related to team liaison

Liaison between Quote
From client to quality The clients need to provide a description of their workflow for the testing team.

The testing team are planning acceptance testing and want to design tests which
reflect what the client does in its day-to-day work.

From quality to client A client was assigned to the testing team in order to assist them in their work.
However, the client assigned does not answer the telephone or email. The quality
team needs to talk to him.

From quality to ancillary The security team need access to the test environment in order to perform their
tests. The Network team needs to open a port for the security team.

From in-house to quality Testers need to know if they need to perform testing for the integration of
Project-G within the current project. So far, the in-house team developing
Project-G has not answered.

with poor service-level agreements (SLA), re-
quired multiple reworks of some simple change
requests, each taking one month to perform [22].

The Pareto analysis shows that the clients,
the Operations team, is by far the external
team most contacted. However, the development
project followed a waterfall approach, with fixed
requirements. Why so many interactions are
needed with the clients if the requirements are
fixed since the beginning? Many details and sub-
tleties became evident as the developers pro-
gressed into the project. Some requirements have
emerged or have changed very late during the
project. Some of these changes were client re-
quests, but others were tasks that the client
needed to do.

For example, since this project is related to
the update of an old package, some of the new
databases must be updated with the data already
in the old package. However, a lot of the data
in the old package are obsolete: dropdown menu
items are no longer used; database columns are
no longer filled, etc. The developers cannot know
these subtleties, and rely on clients to tell them
which data to port to the new package, and
which data to remove. In this case, the clients
did not have the resources to do this task for the
developers, which leads to multiple delays.

This shows that all projects, whether Agile
or disciplined, require continuous interactions
with stakeholders. But while Agile principles em-
phasize flexibility to clients’ needs (“our highest
priority is to satisfy the customer” [37]), this
study shows that the clients must also be flexible
to developers. Clients have obligations to fulfill.

The domain knowledge of the clients was very
important in this project. Some delays can be
attributed to the unavailability of the client or
to late responses to critical requests. The clients
were required to provide many details about what
the old package did, and why the old package
worked that way, and on what the client wants for
the new package. The clients’ technical expertise
was limited, but they knew very well their work-
flow and how they want the future application
to merge with this workflow.

For project managers, we propose that any
client/provider agreement ensures that the client
is willing to actively help developers. For ex-
ample, the simple task of seeding a database
with its initial dataset is difficult to plan ahead:
it can be done once the database structure is
completed, using data that is usually provided
by the client. In this study, delays in obtaining
clients responses have led to delays in database
configuration, which caused the tests to start
late, and ultimately to be shorter than planned.

Previous Agile studies have used client del-
egates to ensure coordination between the real
client and the development teams [11,14]. Dele-
gation of client duties can prevent constant inter-
ruption of the workflow of developers. One study
assigned each team with “a support person”.

Supporting the customer using all the so-
lutions that the team had to provide was
a critical task. This required a vast amount
of knowledge of all moving pieces. Before we
had the support person, the customers inter-
rupted subject matter experts [i.e. developers]
directly. The subject matter experts typically
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Figure 3. Chain of commitments between teams. White arrows indicate answers to development team
demands. Grey arrows indicate team commitments that the development team must fulfil

dealt with too many support requests and
ended up context switching in and out of the
tasks at hand [11].
The impact on quality in the case observed

is mainly transcribed in terms of delays. The
failure to provide answers in a due manner to
the questions of the development team led to
multiple delays. In this case, these delays cause
the testing phase to be greatly reduced. In ad-
dition, some code written by 3rd parties could
not be reviewed in time for delivery and was
included in the codebase as-is. By the accounts
of the developers themselves, a lengthy support
process will be necessary post-delivery to ensure
that all the issues are sufficiently smoothed out.

5.2. Second hypothesis: Developers as
knowledge brokers within the MTS

Figure 3 illustrates the two-way interactions be-
tween external teams and the development team,
based on the team demands and team commit-
ments found in Table 2. For example, in the inter-
actions between the development team and the
client teams, the development team had 30 com-
mitments (grey arrow) toward the client teams,
while the client teams answered 43 demands
(white arrow) from the development team.

The left hand side of Figure 3 shows the team
categories with a majority of demands from the
development team (large white arrows), while the
right hand side shows the team categories with
a majority of commitments from the development

team (large grey arrows). The client teams, being
fairly balanced in demands and commitments,
remains in the middle. What should be seen from
Figure 3 is that demands flows from the left to
the right. Ancillary teams fulfil developers’ re-
quests, so that developers can fulfil quality teams’
requests.

Here is an example taken from the interac-
tions observed. The quality teams needed many
test environments in order to perform their work
(acceptance environment, load testing environ-
ment, etc.). The development team was therefore
committed into building these environments and
ensuring that they were coherent with the latest
available versions of the package and that they
were stable enough to support test activities.
While they could do some of the work them-
selves, they needed the support of the environ-
ment setup team, an ancillary team. However,
the environment setup team did not fulfil its
commitment appropriately, causing a number of
issues to the development team. These environ-
mental issues cause the development team to
fail in some of their commitments toward the
quality teams, causing delays and ultimately, the
cancellation of some of the test activities.

Some of these relationships might seem self-ev-
ident, but others might not be as well-known. As
presented in our previous paper [22], managers
should be wary of other projects imposing changes
to the current project. Project managers should
also ensure that all relevant teams (3rd party
teams, ancillary teams) are ready to help the
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development team. In the case presented above,
many issues stemmed from poor communications
between the development team and the environ-
ment team.

The role of the development team in this case
is that of a broker. Developers need to redirect
the requests they receive to the appropriate team.
To take an analogy from the TCP/IP protocol,
the development team is the default gateway
for the external teams. External teams needing
something related to the project will ask the de-
velopers first, which will then redirect the team
to the appropriate resource when necessary.

This is especially true of the relationship be-
tween clients and testers. Clients and testers do
not know how the application was built, who
was contacted to code the software, what are
the dependencies. They are mostly conscious
on what they see on their end. When something
goes wrong, their only contact is the development
team. Clients and testers need some answers but
do not know who to ask; developers know and
must assist them.

For project managers, this study shows that
testers cannot work efficiently if they are kept
completely isolated from the development team.
Testers need to ask many questions in order to
perform their work, and these questions must
be efficiently relayed to the appropriate external
team. In the case studied, toward the end of
the project, management had the testing team
sits directly with the development team. Their
goal was to diminish bug resolution times, but
it also helped the testers in the setup of the
different testing phases and testing environment
(integration, acceptance, load, and deployment).
The same can be applied to clients. While it
might not make sense to put the client in con-
tact with every relevant external team, clients’
questions can be distributed by the developers
to the relevant external teams.

The need for knowledge brokers have been
identified in the literature [11, 25, 36]. It is some-
times identified as a “coordinator role” [16].

Brokers are those individuals who link discon-
nected subgroups. [Another study] found that
system-level coordination is achieved more
efficiently when certain key individuals con-

nect different subgroups as opposed to when
all individuals are directly connected to one
another. Complex MTSs may be more effi-
ciently coordinated if certain individuals act
as ambassadors by connecting their team to
others within the system [25].
The question of whom to assign to the role of

knowledge broker varies from study to study how-
ever. It should be someone who has a widespread
knowledge of the system [10,11]. It is, however,
unnecessary to have a broker between each team.
As presented in the previous section, teams with
a potential critical impact on the development
team’s work should be identified. Knowledge bro-
kers can therefore be assigned only for those
critical teams [38]. Minor teams and modules
could be more isolated from the development
team under study.

The impact on quality rests on the fact that
the development team does not work in isolation.
There are many other teams working indirectly
on the project which require adequate support
to perform their work. Here are a few examples:
– Testers need to obtain real data from the

clients in order to perform tests that can be
relatable to what goes on in reality.

– Testers need working testing environment
with an up-to-date code in order to perform
adequate tests.

– Third party support teams need to know the
type of tests to be performed in order to
ensure that their infrastructure will support
these tests (e.g. stress testing or security test-
ing cloud storage services).
Failure to relay the needs of one external

team to another can lead to the cancellation of
important activities.

5.3. Third hypothesis: Managing
technical and administrative
interactions

Before this study, the organization managers and
the development team were convinced that their
meetings were mostly administrative; discussing
deadlines, budget and resources. Observations
proved that most of these discussions were actu-
ally technical and involved bugs, issues, design,
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solutions, etc. It is therefore not surprising that
most of the interactions with external teams are
also technical in nature.

But this information should not be ex-
changed only from one manager to another.
This study’s suggestion to project managers
is to make sure that developers in different
teams are able to talk to each other. Man-
agers have a tendency to protect their devel-
opers from outside interference, and it is good
to keep an eye on that, as this was an is-
sue with Upper Management in this case [22].
But developers also need to be able to obtain
technical information from other teams, and
to plan technical solutions and strategies to-
gether.

The literature recommends a layered struc-
ture where the lower levels are able to share
technical details, while the higher levels are able
to share the administrative big picture [10,11].

Cross team knowledge sharing is difficult.
[...] After 1.5 year into practicing Agile, we
found the best way to mitigate, is to have
weekly Scrum of Scrums (S2) meetings and
daily tech leads stand-up meeting. For the
stakeholders, Scrum of Scrums of Scrums
(S3) was very helpful to get things priori-
tized [11].
The impact on quality is that technical is-

sues facing the whole codebase are not discussed
anywhere. Individual teams might be aware of
the issues, but without a platform to discuss and
voice their concern, these issues remain latent
and unaddressed. Organizations have adminis-
trative strategies, where managers discuss future
plans and projects, but how many of them have
technical strategies, where engineers can discuss
future maintenance challenges and issues?

5.4. Threats to validity

A threat to the validity with the use of a single
study is the generalizability of its conclusions.
The objective of this study was however not to
build a theory applicable to all software devel-
opment projects, but to identify new potentially
interesting practices and issues from the industry.
While this study is limited to a single case, it

nonetheless presents new qualitative and quan-
titative data showing the role of clients during
development, the role of developers as knowl-
edge brokers, and the importance of technical
coordination at the MTS level.

Proper case study practices recommend tri-
angulating the data, that is to obtain data from
different approaches in order to confirm the con-
clusions [39, p. 97]. For instance, conclusions
made through observations can be confirmed
with interviews and artefact analyses. In this
case, it was not possible to access any other
data source, limiting the work to an exploratory
study instead of a fully fledged case study. That
is why the recommendations are presented as
hypotheses to be tested, instead of solutions.

6. Conclusions and further works

This exploratory study shows the impact interac-
tions within the multi team system can have on
project success. Due to the single study nature
of this research, future research should look into
whether the three hypotheses presented herein
are relevant in other cases.
1. Identify the external teams most likely to

have an impact on the development project,
based on a Pareto analysis and ensure proper
communication channels with the most impor-
tant ones. Otherwise, slow communications
will cause delays during development, which
might result in rush development work and
shorter testing time.

2. Ensure that knowledge brokers exist within
the development team to redirect requests
from one external team to the proper other
external team. Otherwise, some activities
with an indirect impact on the development
project (e.g. testing) might be in jeopardy.

3. Ensure that discussion platforms at the
multi-team level are not limited to administra-
tive issues. Technical solutions and strategies
must be discussed between teams. Otherwise
quality issues affecting the whole codebase
could remain unaddressed.
Project managers should be aware of the im-

pact of multi team systems on their projects.
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From a disciplined, plan-driven approach, to an
Agile, people-driven approach, there is a need
for an integrated, organization-driven approach,
where the team is integrated within its organi-
zation. Teamwork experts have recommended
breaking the isolation between individuals in or-
der to ensure that the whole team works together.
We should now see if these recommendations hold
at the organization level, in order to ensure that
the whole organization works together. There
might be no “I” in “team”. But how much place
for “us” and “them” are we willing to work with
within the organization?
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Abstract
Context: Software measurement programs are essential to understand, evaluate, improve and
predict the software processes, products and resources. However, the successful implementation of
software measurement programs (MPs) in small and medium enterprises (SMEs) is challenging.
Objective: To perform a detailed analysis of studies on MPs for highlighting the existing mea-
surement models, tools, metrics selection methods and challenges for implementing MPs in SMEs.
Methods: A Systematic Mapping Study (SMS) is conducted.
Results: In total, 35 primary studies are comprehensively analysed. We identified 29 software
measurement models and 4 tools specifically designed for MPs in SMEs. The majority of the
measurement models (51%) are built upon software process improvement approaches. With respect
to the measurement purposes of models, the distribution of MPs was identified as: characterization
(63%), evaluation (83%), improvement (93%) and prediction (16%). The majority of primary
studies discussed the use of measurement experts and experience (60%) followed by the use of
measurement standards (40%) and the use of automated tools (22%) for metrics selection in
MPs. It was found that the SMEs and large organizations face different challenges which was
shown in studies on challenges reported in SMEs reports . The challenges existed even before the
implementation of MPs and were connected with infrastructure and management processes in
SMEs. The challenges reported by studies in large organizations are mostly related to the issues
discovered while implementing MPs.
Conclusion: The analysis of measurement models, tools, metrics selection methods and challenges
of implementing MPs should help SMEs to make a feasibility study before implementing a MP.

Keywords: software measurement process, software measurement program, small and
medium enterprise (SME), software metrics, software measures, systematic mapping study,
GQM

1. Introduction

The number of Small and Medium Enterprises
(SMEs) in the software industry is rising quickly
and contributing significantly to the Gross Do-
mestic Product (GDP) [1]. The definition of
SMEs varies from country to country. According
to the European Union [2], “SMEs are those com-
panies which employ fewer than 250 employees
and which have an annual income not more than
50 million euro, and/or an annual balance sheet
total not more than 43 million euro” [3]. The

firms which employ fewer than 50 employees are
known as small enterprises and the firms which
employ a maximum of ten or in some situations
five workers are known as micro-enterprises [3].
SMEs play a very important role in supporting
the economy and growth of any country [4].

The software development organizations, just
like any other organization, aim to deliver prod-
ucts and services with expected quality by effec-
tively using resources within software develop-
ment processes. Software measurement is essen-
tial to characterize, evaluate, predict and improve
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software products, processes and resources. Every
software development process either generates
or uses measurement data. The software mea-
surement domain presents various measurement
models, tools and practices to collect and analyse
measurement data to estimate, monitor, control
and improve software processes, products and
resources. Software development organizations
implement measurement programs (MPs) as part
of software measurement process [5].

It is discussed in a recent SLR [6] that most
of the MPs in large organizations fail to achieve
measurement objectives and usually they do not
sustain more than two years due to multiple rea-
sons [6]. The rate of failure in the successful im-
plementation of MPs is particularly exceptional
in the perspective of SMEs [7, 8]. The MPs at
SMEs become challenging because they usually
do not have enough time, budget and resources
to implement measurement plans. Software mea-
surement knowledge is particularly poor in SMEs
[7, 8]. The use of software measurement is lim-
ited in SMEs due to the lack of metric selection
methods [9], a different set of metrics used in
different SMEs [10], the lack of infrastructural
facilities, low measurement maturity level, small
development teams, higher workload [11] and
limited measurement planning [12,13].

A comprehensive Systematic Literature Re-
view was conducted on software MPs and it was
observed that there were fewer than 10 percent
primary studies on implementing MPs in SMEs
[6]. Therefore, this study presents a Systematic
Mapping Study (SMS), which specifically focuses
on measurement models, tools, metrics selection
methods, and challenges of implementation soft-
ware MPs at SMEs. Later, the measurement
models, tools, metrics selection methods, and
challenges in the implementation of MPs in SMEs
and large organizations [6] are also compared.
The measurement studies are analysed by an-
swering the following research questions (RQs).
There is no such study published with research
questions (presented below) to the best of our
knowledge.
RQ1: What measurement models, tools and

practices for implementing measurement pro-
grams in SMEs are discussed in literature?

RQ2: What are the problems, challenges and is-
sues of implementing measurement programs
in SMEs?

RQ3: What metrics selection techniques, meth-
ods and approaches are used for measurement
programs in SMEs?
This paper is organized as follows: Section 2

presents related work, Section 3 presents System-
atic Mapping Process, Section 4 presents results
and analysis and Section 5 presents conclusions.

2. Related work

Kitchenham [14] conducted a mapping study to
investigate the status of software measurement
research between 2000 and 2005. She identified
that software MPs were the most researched area
of the software measurement domain [14]. The
journal papers were found to be more influential
in measurement community than conference pa-
pers based on the numbers of citations. The study
concluded that the there is a need for compara-
tive studies and to serve this purpose empirical
datasets should be made public. The datasets
used among the primary studies were categorized
as public (31%), private (61%), partial (8%) and
unknown (1%). The primary studies lack the
discussion on lightweight measurement methods
for SMEs.

Gómez et al. [15] conducted an SLR to answer
fundamental questions of what, how and when
to measure. They analysed 78 primary studies.
The measurement aspects discussed among the
primary studies were categorized as project, pro-
cess and product. They established that most of
the primary studies discussed product metrics
(79%) followed by project (12%) and process (9%)
metrics. The software complexity and its size
were identified as the most frequently measured
attributes. The software metrics were mapped to
typical initial, intermediate and final phases of
a software project life cycle. Most of the metrics
were found to be utilized for the initial phase
(48%), followed by the intermediate (36%) and
final (16%) phase. They concluded that software
metrics need theoretical and empirical validation
before being used in a measurement process. The
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discussion and primary studies on lightweight
measurement methods and measurements used
in SMEs are missing in the SLR.

The software measurement process has a key
objective of predicting the use of measurement
data and software defects as they are one of
the most predicted attributes [6, 14]. Catal et al.
[16] conducted an SLR to analyse the software
defects prediction studies. They analysed 75 pri-
mary studies published between 1990 and 2009
and classified the primary studies according to
methods used for fault prediction, i.e. machine
learning methods/algorithms, statistical and ma-
chine learning methods and expert judgment.
The machine learning and statistics are found to
be the most widely used methods for software
measurement. Furthermore, fault prediction met-
rics were classified with respect to method, class,
component, file, process and quantitative-values
levels. They found out that 60% of studies used
method-level metrics and 24% of studies applied
class-level metrics and only 4% of studies have
used process-level metrics.

Malhotra [17] conducted an SLR on software
defect prediction studies published between 1991
and 2013. They found that most of the stud-
ies use size, effort and object oriented metrics
for prediction. Radjenović et al. [18] conducted
an SLR on fault prediction studies which were
published between 1991 and 2011. They iden-
tified that object-oriented metrics (49%), tradi-
tional source code metrics (27%) and process
metrics (24%) are mostly used in fault predic-
tion studies. They found out that defect predic-
tion studies mostly used one type of metrics, e.g.
method-level, class-level, process-level, or source
code metrics or object-oriented metrics. Hall et al.
[19] conducted an SLR to analyse 208 fault pre-
diction studies that were published between 2000
and 2010. They established that studies which
used a combined approach (where more than one
type of metrics were used) performed better than
the studies which used a single type of metrics.
They found that the machine learning methods
were mostly discussed. These methods focused on
utilizing large amounts of data. They observed
that the machine learning methods outperform
the statistical methods because they overcome

the shortcomings of traditional statistical pro-
cesses. The discussion on lightweight prediction
methods, which consider the minimal budget,
time and resources of SMEs, are currently miss-
ing from the discussed SLRs.

Unterkalmsteiner et al. [20] conducted an
SLR to analyse measurements and evaluation
strategies, which are used to assess the software
process improvement (SPI) initiatives. They anal-
ysed 148 primary studies that were published
between 1991 and 2008. The studies were clas-
sified with respect to their measurement focus,
process quality, and prediction/estimation accu-
racy and software measurements (such as size,
effort and customer satisfaction). The SPI mod-
els are discussed and the capability maturity
model (CMMI) is identified as the most studied
model in the SPI domain. The primary studies
mainly focused on the measurement of quality
(39%), prediction accuracy (38%) and produc-
tivity (35%). Three levels of measurements are
explored, i.e. product, project and organization.
The measurement of SPI initiatives is mostly
done at project and project-product level. The
problems in SPI studies are discussed, e.g. more
than half of the studies do not completely de-
scribe the SPI context ( organizational size, mea-
surements validity and scope of SPI activities,
etc.). They considered that the lack of context
description might hinder the reuse of learned
lessons and results in similar settings. This study
is different from this research in two ways; 1) it
does not discuss the role of MP for SPI and 2)
it mainly focuses on SPI for large companies as
there is no discussion and paper found on SMEs.

Touseef et al. [6] conducted an SLR on soft-
ware MPs by analysing 65 primary studies that
were published between 1997 and 2014. They
analysed 35 measurement planning models, 11
associated tools, and metrics selection meth-
ods, and success/failure factors for implementing
MPs. Most of the models and tools extended
goal-based measurement approaches. The mea-
surement studies are categorized with respect
to measurement purposes, i.e. characterization
(81%), evaluation (77%), prediction (28%) and
improvement (70%). The measurement planning
models and tools are categorized based on mea-
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Figure 1. The systematic mapping study (SMS) process [21]

surement entities, i.e. processes (96%), products
(58%) and resources (40%). The success factors
for implementing MPs include organizational
adoption of an MP, and Integration of an MP
with SDLC, the synchronization of an MP with
an SPI. Most of the measurements planning mod-
els were evaluated in case studies. They found
that there are few measurement studies with the
comparisons and reusability of results and the
learned lessons of implementing MPs. The lack
of context description (e.g. organizational size,
measurement scope, and measurement analysis
methods) hinders the reusability and compara-
tive analysis of results among primary studies.
The metrics datasets used in MPs are not ex-
plicitly presented in the measurement studies. In
this study, only 3% of the studies discuss mea-
surement planning models and tools for SMEs.
Therefore, this SMS was conducted to specifi-
cally analyse measurement models, tools, and
metrics selection methods that are proposed for
SMEs while considering specific challenges in the
implementation of MPs in SMEs.

Sulayman et al. [22] conducted an SLR on
software process improvement (SPI) in small and
medium web companies. The aim of the study
was to specifically identify SPI models and tech-
niques for small and medium web companies.
They analysed only 4 primary studies after apply-
ing inclusion/exclusion criteria based on research
questions. They found the limitations of SMEs,
such as tight budget, ambitious deadlines and
short-term strategy. The success factors include
an increase in productivity, compliance with stan-
dards and overall operational efficiency. Pino et
al. [23] conducted an SLR to analyse SPI ap-
proaches in SMEs by analysing 45 primary stud-
ies published between 1996 and 2006. They found

CMM (38%) as the most discussed SPI standards
in primary studies. They found that other stan-
dards, such as ASSESSMENT SEI (16%), IDEAL
(13%), CMMI (9%), SPICE (13%), ISO/IEC
12207 (11%), GQM (2%) and PSM (2%), are
not frequently used in SMEs. They also estab-
lished that SPI is mostly measured in terms of
employee perception instead of a formal mea-
surement process. They claimed that the most
frequently used SPI model for SMEs is CMM
used as a reference model, ISO 15504 as a pro-
cess assessment model and the IDEAL model
for guiding improvement. It was also established
that SMEs found it hard to implement SEI and
ISO models. The RQs answered in these studies
([22, 23]) do not discuss the role of MPs for SPI,
but rather the role of measurement for SPI. This
study provides an analysis of the implementation
of MPs in SMEs with respect to characterization,
evaluation, improvement and prediction.

3. Systematic mapping process

This section presents the planning of Systematic
Mapping Study (SMS) to analyse the existing lit-
erature regarding MPs at SMEs [21]. The overall
steps of an SMS process are presented in Figure 1.
The goal of this SMS is to systematically recog-
nize, explore, and classify the studies on software
MPs at SMEs and present the mapping of these
MPs to highlight their possible challenges and
the future scope of study [24]. The SMS was
performed following the guidelines in [25] and
implemented the systematic mapping process
proposed by Petersen et al. [21]. Each step of
the SMS process has an outcome and the overall
outcome of the process is a systematic map.



A Systematic Mapping Study on Software Measurement Programs in SMEs 137

Table 1. Research questions of systematic mapping study

ID Research question Motivation
RQ1 What measurement models, tools and prac-

tices for implementing measurement programs
in SMEs are discussed in literature?

To understand the reported measurement mod-
els, tools and practices developed in SMEs to
implement software measurement programs.

RQ2 What are the problems, challenges and issues of
implementing measurement programs in SMEs?

To understand problems, limitations and chal-
lenges faced by SMEs during the implementation
of measurement programs.

RQ3 What metrics selection techniques, methods and
approaches are used for measurement programs
in SMEs?

To highlight the metric selection methods used
in different SMEs for implementing their mea-
surement programs.

Table 2. Search string

Population Intervention
(software) AND (“measurement program” OR “mea-
surement process”) AND “small and medium enter-
prise” OR SME)

(metric∗ OR measur∗ OR model OR framework
OR tool OR challeng∗ OR problem OR issue OR
improv∗ OR goal)

3.1. Definition of research questions

The main objective of this mapping study is to
determine how software MPs are implemented
in small and medium enterprises (SMEs). To
answer this question, three research questions
(RQ) were defined, as presented in Table 1.

3.2. Search process

A search string is used to select a potentially
relevant set of primary studies. The lack of consis-
tency for measurement concepts and terminology
is a major threat to finding the relevant stud-
ies [26]. Therefore, initially the main concepts
and terminology in the software measurement
domain were reviewed and then the keywords
considering the RQs were identified. Then, the
synonyms and alternatives for each keyword were
checked. Finally, “AND” and “OR” operators
and wildcard character “∗” were used to create
the search string. The “OR” operators were used
to combine synonyms. The wildcard character “∗”
was used to represents zero, one, or multiple al-
phanumeric characters in the position it occupies.
The “AND” operator was used to combine the
search string between population and interven-
tion as shown in Table 2.

Population: In software engineering, popula-
tion may refer to a particular software engi-
neering role, the category of software engineer,
an application area or an industry group [27].
In our perspective, the population is (software)
AND (“measurement program” OR “measure-
ment process”) AND (“small and medium en-
terprise” OR SME). In population, the key-
word “Software” is used to search studies re-
lated to software engineering only. The key-
words “measurement program” and “measure-
ment process” are used to search studies which
discuss a measurement program or a measure-
ment processes. The keyword “small and medium
enterprise” and SME cover small and medium
enterprises.
Intervention: In software engineering, inter-
vention refers to a software methodology, tool,
technology, or procedure. In this case the
intervention is clear according to the situ-
ation of this study, that is (metric∗ OR
measur∗ OR model OR framework OR tool
OR challeng∗ OR problem OR issue OR
improv∗ OR goal). The keywords “metric”
and “measur” refer to the metric/metrics and
measure/measures/measuring/measurement, re-
spectively. The keyword “improv∗” refers to
the variations of improve such as improv-
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ing/improves/improved. The “challeng” refers
to the variations of challenge such as chal-
lenges/challenged/challenging.

The primary studies were selected by review-
ing the titles, abstracts and conclusions of the
search results obtained from different databases.
The databases were selected based on the experi-
ence reported by [6]. Table 3 presents the number
of search results per research database.

3.3. Screening of relevant papers

This step of SMS is completed by applying study
inclusion and exclusion criteria.
Study exclusion criteria:

The studies which do not conform with the
exclusion criteria were excluded:
– studies which are not reported in the English

language;
– studies which are not accessible in full-text;
– books and grey-literature;
– studies conducted in non-software companies.
Study inclusion criteria:

General criteria:
– a study is conducted in SMEs context;
– a study is in the area of software metrics and

software measurement programs/ processes;
– a study includes an empirical evaluation (ex-

periment, case study, survey, experience re-
port, and/or action research).
Criteria specific to research questions:

– a study presents discussion/analysis on soft-
ware measurement models or tools in SMEs
(RQ1);

– a study discusses challenges, issues, limita-
tions and problems that are related to soft-
ware measurements in SMEs (RQ2);

– a study discusses metric selection methods
for implementing software measurement pro-
grams in SMEs (RQ3).
Figure 2 presents the selection of the final set

of primary studies (35) after applying the search
process, exclusion/inclusion criteria, and snow-
ball tracking. The snowball tracking reviews the
references of every primary study with respect
to its relevance to research questions. Endnote,
a reference management tool, is used to remove
duplicates and to manage the large number of
references.

3.4. Keywording

The objective of keywording is to effectively pro-
duce a classification schema and ensure that all
the selected papers are relevant [21]. Figure 3
shows the systematic process that was followed
to create the classification schema.

The initial step comprised reviewing the ab-
stracts of primary studies and then allocating
them a number of keywords to recognize the
basic contribution topic of the article. After that,
all the keywords were consolidated to establish
the high-level of classification, and to understand
the area of research highlighted in the primary
studies. The schema experienced a continuous
improvement process by logically fitting the pa-
pers into classes for new data. The resulting
classification schema is presented below.

The primary studies are classified based on
the following schemas:
– Time of publication: to map the studies

based on the time of publication.
– Empirical research method: to map the

study according to the research method used.
– Contribution type: to map the outcomes

of different types of studies.
– Models/tools: to map the models, tools,

and measurement methods for building
software measurement processes in SMEs.

– Challenges: to map the studies, which
discussed challenges, issues, limitations re-
garding software measurements in SMEs.

– Metric selection criteria: to map the
studies which discussed metrics selection
methods and most commonly collected
metrics in SMEs.

The time of publication schema describes the
number of primary studies which are related to
research questions.

The empirical research method is the clas-
sification schema which categorizes the studies
based on their research methods as presented in
Table 4. The research methods are categorized
as a case study, survey, industrial report and
experiment.

The contribution type schema describes the
type of contribution by study. It is clas-
sified into models/tools, measurement meth-
ods in SMEs, metric selection methods, com-
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Table 3. Number of studies retrieved per research database

Research resources used Number of potential
primary studies

Search Engines
Google Scholar 1960
Wiley Interscience 34
Science Direct Journals 06
Springer 117
One Search (Search Tool) 2372
ACM 50
IEEE Xplore 99
Journal Databases
ACM Transactions on Software Engineering Methodology (TOSEM) 10
IEEE Transactions on Software Engineering (TSE) 2
IEEE Software 4
Software Quality Journal 3
Journal of Systems and Software 1
Empirical Software Engineering 38
Automated Software Engineering 0
Conference Databases
IEEE International Software Metrics Symposium (2000-2005) 3
IEEE International Conference on Software Engineering (ICSE) 0
Joint International Conference on Software Process and Product Measurement
(Mensura) and Workshop on Software Measurement (IWSM)

5

Empirical Software Engineering and Measurement (ESEM) (2007-2014) 0
Product Focused Software Process Improvement (PROFES) 11
Software Process and Product Measurement 0
Software Engineering and Advanced Applications (SEAA) 3
Pacific Industrial Engineering and Management Systems (APIEMS) 4
European conference on software process improvement (EuroSPI) 5
International Conference on empirical Assessment in Software Engineering (EASE) 0
International Symposium on Empirical Software Engineering and Measurement
(ESEM)

0

Information Technology: New Generations (ITNG) 0
International Conference on Emerging Technologies (ICET) 1
Total 4728

monly selected metrics and challenges related
to the implementation of MPs in SMEs. The
Model/tools are further categorized into ex-
tended goal question metric (GQM) method-
ology or software process improvements (SPI)
methodology or measurement process improve-
ment.

The metric selection criteria are also catego-
rized into three subclasses; use of standards, use
of measurement expert and experience and use
of automated tools. These three subclasses were

earlier defined based on the analysis of metrics se-
lection methods used in the measurement studies
in [6]. The mapping results of the classification
schema are analysed in Section 4.

3.5. Data extraction and mapping

A data extraction form was developed in MS
Excel (Table 5) to extract data from the pri-
mary studies for each RQ using the classification
schema.
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Figure 2. Process of selecting primary studies

Figure 3. Creating the classification schema [21]

4. Results and analysis

In total, 35 measurement studies are analysed
in this section. First a short overview of the
studies is presented with respect to publication
year and research method. It is followed by the
presentation of results and analysis.
Publication year: The results of the systematic
mapping study are presented in this section. In
total, 35 primary studies are analysed and Fig-
ure 4 presents the numbers of primary studies
with respect to the year of publication. The num-
bers of primary studies on implementing MPs

in SMEs are smaller as compared to 65 primary
studies on implementing MPs in large organi-
zations in our previous study [6]. Therefore, it
is important to discuss the history of software
measurement domain and how it became critical
of SMEs.

Software measurement is a young discipline
as the history of software metrics dates back to
the late 1960s [31]. It is claimed in [31] that the
first book on software measurement [32] was pub-
lished in 1976 and the first comprehensive report
on implementing software MPs was published
by Grady and Caswell [33] in 1988. The widely
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Table 4. Classification schema of research methods

Purpose Meta-data
Survey A research method designed and performed to observe the opinions of people in

a structured way [28]
Case study A research method considered and presented to examine the opinions of people in

an unstructured way [28,29]
Experiment A research method designed and performed to work with one or more variables and

manage all other variables to measure results [30]
Industrial report A research method used to evaluate the industrial experiences without clear research

questions and objectives [30]

Table 5. Data extraction form

Purpose Meta-data
General information Study title, authors’ names, date of publication and research methodology
Specific information Measurement models/tools at SMEs, metric selection methods, commonly selected

metrics and challenges/problems/limitations in the implementation of measurement
programs in SMEs

used Goal Question metrics (GQM) model [34]
was also introduced in 1988 and the first compre-
hensive guidebook on goal-oriented measurement
was published by Park in 1996 [35]. Software MPs
in large organizations have faced many challenges
over the last three decades [6, 36].

The evolution of software engineering and
software industry includes interdependencies and
has impact on the emergence of SMEs. The SMEs
started to influence the software development in-
dustry following the advancements in microchip
technology and communication technologies (e.g.
the internet) and the unbundling of software
from hardware. According to [37], internet ser-
vices also affected SMEs based on four factors.
The first factor is access to global information
sources to enable extension in a business network.
The second factor is enabling faster document
transfer, online transactions and faster commu-
nication channels. The third factor is enabling
the search of low cost market, minimizing depen-
dency on a local market (e.g. outsourcing, crowd
sourcing and global software engineering). The
fourth factor is feedback by international clients
and adapting globally successful strategies.

Researchers and practitioners specifically
aimed to design software development pro-

cesses for SMEs during the mid-1990s. There
is a plethora of studies published between 1995
and 2000 to promote iterative and incremental
software development for the different structure
and limitation of SMEs [38]. Basili and Larman
claimed in their book ([38]) that the first book on
agile software development (e.g. SCRUM, XP)
was published by Cockburn [39] in 2002. SMEs
represent 99 percent of businesses in Europe1
with respect to the currently used definition of
SMEs that was legislated in 2003. This definition
is an updated version of the 1996 definition.

It might be argued based on the above dis-
cussion that software engineering research com-
munity initially focused on software development
processes (e.g. Waterfall, Spiral) and software
measurement processes in large companies. Later,
the research community focused on software de-
velopment processes (e.g. Agile, SCRUM) in
SMEs when these processes became operational
and popular, then they specifically focused on
software measurement processes for the charac-
terization, evaluation, prediction and improve-
ment of software development processes in SMEs.

The first study meeting the inclusion crite-
ria was published in 2001. Therefore, this paper
presents the search period between 2001 and

1http://ec.europa.eu/growth/smes/business-friendly-environment/sme-definition_en
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Figure 4. Distribution of primary studies with respect to time of publication

Figure 5. Distribution of primary studies with respect to research methods

2017 in Figure 4. The research databases shown
in Table 3.
Research method: The most commonly used
research methods in selected studies are case
studies (51%) and surveys (25%). Some of the
studies used industrial reports (14%) and experi-
ments (8%) as shown in Figure 5.
RQ1: “What measurement models, tools
and practices for implementing measure-
ment programs in SMEs are discussed in
literature?”

Touseef et al. [6] conducted an SLR on software
MPs by analysing 65 primary studies, they studied
35 measurement planning models. In their study
[6], they found only 4 specifically defined mea-
surement models for SMEs. They observed that
83% (29 out of 35) measurement models extended
the goal-oriented approach or the goal question
metric model. The concept behind goal-based
approaches is to identify the measurement goals
of an organization and then the relevant metrics
to achieve measurement goals [34, 35]. In this

SMS, 29 software measurement models and 4
tools among 35 primary studies were identified.

Table 6 presents the “Base Measurement
Model”, of the “Measurement Model” and its
“Measurement Purpose” and “Implementation
Purpose”. The “base measurement model” in Ta-
ble 6 refers to the parent model of the identified
“Measurement model” for SMEs. The “implemen-
tation level” refers to the implementation levels
of MPs (i.e. project level and/or organization
level). The “measurement purpose” represents
the basic purpose/objective of MPs discussed
in the studies (i.e. to Evaluate (E), Improve (I),
Characterize (C) and/or Predict (P) the software
process, product or resource entities) [34,35].

Figure 6 presents the categorization of mea-
surement models. These models are categorized
among “goal oriented approach improvement
(GOAI)”, “software process improvement (SPI)”
and “measurement process improvement (MPI)”.

The PRISMS model is based on the
goal-oriented measurement and SPI. Similarly,
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Table 6. Software measurement models for SMEs

ID Base Measurement model Implementation level Measurement
purpose

S16 GQM Light weight GQM Organization CEI
S2 GQIM, CMM MIS-PyME MCMM Project CEIP
S1 GQM, GQIM MIS-PyME Project CEIP
S5 GQM, GQIM MIS-PyME Organization CE

S3 GQIM MIS-PyME
methodology Project, Organization CEI

S4 GQIM MIS-PyME Organization CEI
S6 CMMI 1.2 SQIP Project EI
S8 GQM, CMM PRISMS Project CEI
S9 CMM MESOPYME Project, Organization I
S10 QFD SPM Organization EI
S11 CMMI AAHA Organization I
S12 TQM LQIM Organization EI

S14 BSC HSC (Holistic
Scorecard) Organization EI

S15 No Base Model Pro Scrum Project I
S20 GQM GQM-DSFMS Project CEI
S19 No Base Model Tarc Project C
S21 GQM Four step framework Organization CI
S22 GQM OMSD Project CEI
S23 GQM SPGQM Project CEI
S24 No Base Model SCAPT Organization CEI
S26 QIP, SME AM-QuICk Project, Organization EI

S27 CMMI, PSP, XP,
SCRUM ASPISME Project, Organization EI

S28 ISO/IEC 12207:2008,
SCRUM

Adapting ISO/IEC
12207:2008 for SCRUM Project, Organization CEIP

S29 SWEBOK Adapting ISO/IEC
15939:2007 Project, Organization CEIP

S30
ISO/IEC 15504,
ISO/IEC 12207:2008 and
CMMI

Hybrid Process Model Project, Organization CEIP

S31 GQM GQM Adaption for SPI Project, Organization EI
S32 ISO/IEC 12207:2008 COMPETISOFT Project, Organization CEP
S33 No Base Model PMS-IRIS Project, Organization EI
S35 CMMI, SCRUM CMMIbyScrum Project, Organization CEI

MIS-PyME, MCMM, and 4-step framework ex-
tend goal-oriented measurement and MPI. The
AAHA model is proposed to enable SPI and
MPI in SMEs. An interesting finding is that the
numbers of SMEs are increasing rapidly through-
out the world but there are limited numbers of
studies that present measurement models/tools
for small and medium enterprises as compared to
large organizations [6]. For instance, SMEs rep-
resent 99 percent of businesses in Europe2 with

respect to the currently used definition of SMEs
that was legislated in 2003. SMEs face challenges
such as having limited resources, shorter time to
market, limited budget, and frequent changes in
customer requirements [S1, S2, S3, S4, S5]. There-
fore, there is a need for specific models/tools to
deal with particular challenges to the establish-
ment of MPs in SMEs. Pino et al. stated in an
SLR [23] that ISO and SEI standards for SPI are
not directly suitable for SMEs due to the com-

2http://ec.europa.eu/growth/smes/business-friendly-environment/sme-definition_en
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plexity of recommendations and the requirement
of large investment of time and resources. There-
fore, there is need for widely accepted strategies
to adapt these standards in SMEs [23]. It was
proposed to adapt the guidelines and methods
used in the measurement models that are al-
ready reported for large organizations in this
SMS [6, 20]. The MIS-PyME [S2], SQIP [S6],
PRISMS [S8], MESOPYME [S9], AAHA [S11],
ASPISME [S27], and CMMIbyScrum [S35] mod-
els are proposed for the CMMI standard in SMEs.
Irrazabal et al. proposed guidelines to adapt
ISO/IEC 12207:2008 standard to SCRUM [S28]
and María et al. proposed guidelines to adapt
ISO/IEC 15939:2007, ISO/IEC 12207:2008 and
CMMI in SMEs [S29].
Goal-oriented approach improvement
(GOAI): In total, 29 measurement models
are identified in this SMS and 40 percent
of these models are proposed as the exten-
sion of goal-oriented approaches. For example,
lightweight GQM process [S16] is an enhance-
ment of the GQM model that is proposed to
decrease measurement overhead considering the
characteristics and limitations of small software
companies. The OMSD [S22] model is proposed
to select the optimum number of measures from
the available large set of measurements within
limited time and effort using meta-measures,
such as collection time, cost, priority, value, and
usage. The GQM model lacks a method to define
measurement goals and questions in a consis-
tent, complete, traceable and verifiable way [6].
Therefore, the SPGQM [S23] model extended the
GQM model to define measurement goals and
questions in a consistent, complete, verifiable
and traceable way. The SPGQM model also used
the OMSD model for the optimum number of
metrics selection in a case study. GQM-DSFMS
[S20] extended the GQM model to select the
optimum number of metrics based on time, the
cost and usage of metrics and the importance of
measurement goal. It also presented a method
to enable traceability among measurement goals,
questions and metrics. Jezreel et al. [S31] pro-
posed a method for applying the GQM model
in SPI by conducting structured interviews of
top management and operational management

to define measurement goals, and then iden-
tify questions and metrics to achieve the goals.
Similarly, the PRISMS model [S8] is proposed
to relate business goals and improvement goals
with measurement goals. Furthermore, the CMM
model is used as a reference model to plan
and implement MPs in SMEs. The MIS-PyME
MCMM model [S2] is proposed to define the
SMEs version of the CMM standard for SPI us-
ing the goal-oriented approach. The MIS-PyME
model and its extensions are proposed with case
studies to implement goal-oriented measurement
processes and measurement process improvement
in SMEs [S1, S3, S5].
Measurement process improvement
(MPI): In total, 13 models are developed for im-
provements in measurement processes in SMEs.
For example, the MIS-PyME [S1, S3, S4, S5]
framework is presented to define the software
MPs in SMEs. This model extended GQM and
GIQM [40] to implement and improve the mea-
surement process in small organizations. The
MIS-PyME measurement capability maturity
model [S2] was developed to support SMEs
in defining MPs with respect to measurement
maturity of the company and establishing a mech-
anism for the continuous improvement of MPs.

The LQIM [S12] model is presented based on
the Total Quality Management (TQM) paradigm
[41] to implement quality improvement plans in
SMEs in Pakistan. It is recommended to use it
with Deming”s Plan, i.e. Plan, Do, Act, Check
(PDAC) for continuous improvement in quality
processes. Caballero et al. [S15] present industrial
experience related to MPI using agile method-
ology in SMEs. The study showed that Scrum
might improve productivity without decreasing
product quality in SMEs. The study [S15] also
showed that Scrum is a good alternative for pro-
cess improvement in an organization with very
limited resources. A “four step framework” [S21]
was presented to implement MPI in those SMEs
which needed improvement in their development
processes.

There are four measurement models proposed
with the intentions of SPI and MPI simultane-
ously. AAHA [S11] is a lightweight method de-
veloped for SPI in SMEs, it is based on CMMI,
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Figure 6. Categorization of measurement models with respect to goal-oriented approach (GOAI),
software process improvement (SPI) and measurement process improvement (MPI)

SPICE and agile practices. It is particularly de-
veloped to provide a low cost improvement in
the software development practices in SMEs. The
Hybrid measurement model [S30] is proposed to
adapt ISO/IEC 15504, ISO/IEC 12207:2008 and
CMMI Dev 1.3 for the maturity of a measure-
ment process and improvement in agile processes
in an organization.

The COMPETISOFT model [S32] is based
on the experience of using ISO/IEC 15504 and
ISO/IEC 12207:2008 in 20 SMEs. It defines four
steps of planning SPI, i.e. SPI definition, as-
sessment, measurement and establishment. The
improvement of documentation and project man-
agement processes is identified as the focus of most
SPI initiatives in 20 companies. The PMS-IRS
model [S33] proposed 9 steps of performance
measurement systems in SMEs, i.e. planning
the project, definition of enterprise environment,
designingkey improvementprocesses, analysis and
design process, definition of measurement process
levels, validation of measurements, establishing
technological infrastructure, and human resource
management. It defines the performance manage-
ment system as a set of dynamic and integrated
metrics for themeasurementandevaluationofbusi-
ness operations enabling decision making for SPI.

There are ten key process areas and 3 themes
(measurement, quality and tools) of Software En-

gineering Body of Knowledge (SWEBOK) [42].
Abran et al. proposed extensions in the measure-
ment process of SWEBOK [43]. Maria et al. [S29],
further extended Abran’s proposal to adapt it
for SMEs. They extended the key process areas
of measurement by defining new measurement
processes for SME, i.e. “process and business as-
sessment”, “perform measurement process”, “and
evaluate measurement” and “experience factor”.
Software process improvement (SPI): Soft-
ware Process Improvement (SPI) is a system-
atic approach to continuously increase the effi-
ciency and effectiveness of processes in software
development companies [20]. The SPI models
proposed for establishing MPs in large organi-
zations are not considered suitable for SMEs
due to their complex nature and expensive cost
[44]. SPI is one of many factors that can affect
the success of software development organiza-
tions [S14]. There are multiple SPI models iden-
tified (e.g. CMMI, CMM, SPICE, PSP, TSP,
Six-Sigma, QIP, TQM) in an SLR [20]. The
CMM, Six-Sigma, and CMMI models are mostly
discussed for implementing measurement pro-
cesses in large organizations [20]. The ASPISME
model [S27] is proposed to adapt CMMI and PSP
for improving XP and SCRUM software develop-
ment processes in SMEs. The ASPISME model
contains guidelines for process improvement at
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three levels, i.e. enabling individuals to under-
stand and practice SPI activities and enabling
SPI at the project level and organization level.
Similarly, Irrazabal et al. proposed guidelines to
adapt ISO/IEC 12207:2008 standard for SCRUM
based on experience in 25 SMEs.

On the other hand, there are fewer SPI mod-
els available for SMEs and they are not widely
used either. For example, the PRISMS model
[S8] uses the GQM model for software process
improvements. It also relates improvement goals
to business goals which help to choose and pri-
oritize key process areas for improvement. The
SQIP model [S6] is proposed to improve the
quality and reliability of a software development
process to achieve the business goals in SMEs.
Specific process improvement activities are used
in this project, such as requirements and change
management. SQIP adopted CMMI version 1.2
as the base model for the implementation and
evaluation of software process improvement in
SMEs.

The SPM [S10] model is based on QFD (qual-
ity function deployment) methodology. It is pro-
posed to define SPI plans and estimate the effect
of each SPI practice on a specific software process.
The MESOPYME model is proposed to improve
the quality and productivity of software devel-
opment processes using action package concept
(i.e. a method to help faster and inexpensive SPI
program implementation in SMEs). The HSC
model [S14] extended the BSC [45] model to
observe business success in software development
in SMEs by enabling synchronization between
software development processes and business op-
erations.

Ayed et al. [S26] proposed the AM-QuICK
model for improvement in agile methodologies
with the help of a measurement process. They
proposed customization of agile methodologies
for continuous SPI at multiple levels, i.e. orga-
nizational level, process management level and
product management level.

Figure 7 presents the distribution of the mea-
surement purposes of measurement models for
implementing MPs (i.e. evaluation, improvement,
characterization and prediction). Characteriza-
tion means that an MP is implemented to collect

the data about potential causes of a problem or
understand the state of processes, products or re-
sources (e.g. to understand the delays in product
delivery, MP implementation can help to collect
data about the number of bugs reported, the
number of change requests by customer). Evalua-
tion means that an MP is implemented to gauge
and analyse the gap between the planned and
actual state of processes, products and resources
(e.g. to analyse the difference between estimated
and actual effort). The prediction means that
an MP is implemented to use historical data to
make an estimation about software processes,
product and resources (e.g. to predict number of
bugs in a software product). The improvement
means taking actions to improve software pro-
cesses based on the measurement process. The
distribution of software MPs with respect to
their measurement purpose are: improvement
(86%), evaluation (80%), characterization (60%),
and prediction (20%). When a combination of
purposes (i.e. when more than one purpose was
mentioned by a primary study) was investigated,
it was found out that around 59% of the stud-
ies mentioned the purposes of characterization
and improvement while only 17% listed all four
purposes.

Figure 8 presents the distribution of the im-
plementation levels of measurement models for
implementing MPs (i.e. project and/or organi-
zation level). It was observed that most of the
MPs are implemented at the organization level
(45%) and the project level (45%) and only 10%
of MPs are implemented at both project and
organization levels.
RQ2: “What are the problems, challenges
and issues of implementing measurement
programs in SMEs?”

Table 7 presents the challenges of implement-
ing MPs in SMEs.
Low measurement maturity: The implemen-
tation of software measurements processes in
SMEs is limited due to low measurement matu-
rity [S2]. It is stated in [S1, S2, S3, S4, S8, S25,
S29, S30, S31, S32, S33, S35] that measurement
processes are either not defined at all or poorly
defined in SMEs, which hinders defining mea-
surement indicators and measurement goals in
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Figure 7. Distribution of measurement purposes of measurement models for implementing MPs

Figure 8. Distribution of implementation levels of measurement models for implementing MPs

SMEs. The SMEs do not have enough resources
to promote serious MPI plans [S2, S9], [1, 10,11].
All staff members are involved in the activities
related to managing daily work and have no extra
time for additional activities, such as implement-
ing MPs. The implementation of MPs face major
challenges such as limited resources to perform
MPI [S9, S29, S33, S34, S35] and the lack of
measurement experts [S12, S30, S32, S33, S35]
and the lack of time for accurate estimations
[S13, S29].
Poor software measurement knowledge:
SMEs have poor measurement culture due to
the lack of measurement knowledge, training and
the perceived importance by administrators in
SMEs [S12, S30, S32, S33, S35]. Therefore, a few
measures are collected in these companies [S2,
S21]. The lack of knowledge of measurement tech-
niques among the software developers [S17], [11]
also hinders the collection of measurement data.

Developers seem to be in a great confusion about
what to measure and how to measure [S17], [11].
They feel threatened by the possible adoption of
a metrics program, as they perceive it as a tool
that would be used for assessing their perfor-
mance. Most of the developers have an insuffi-
cient knowledge of tools widely discussed and
available in the literature. The management at
SMEs usually do not understand the importance
of a measurement process and the developers
are mostly fresh university graduates equipped
with insufficient knowledge about software qual-
ity and the importance of measurement [10,46].
The people that are involved in MPs are not
willing to use measurements due to their lack of
knowledge of measurement techniques [S2].
Lack of experienced professionals: The
stakeholders of the MPs including the measure-
ment analyst usually come from the company
implementing MPs. They usually have limited
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Table 7. Challenges of implementing measurement programs at SMEs

Study ID Challenges

S1, S2, S3, S29, S30, S33 Lack of measurement maturity for implementing software MPs
Lack of experience in using data collection tools

S4, S29, S30, S31, S32, S33, S35 Lack of measurement maturity
S5, S25, S29 Scope of databases containing indicators and measures is small
S6, S29, S33 Formal process management techniques

S8, S25, S29, S33, S35 Lack of measurement maturity
Lack of automated tool for data collection

S9, S29, S33, S34, S35 Limited resources to perform measurement improvements

S11, S33
Lack of formal measurement approach for software process assess-
ment
Software process assessment is time consuming and costly at SMEs

S12, S30, S32, S33, S35 Lack of measurement experts
S13, S29 Lack of time for accurate estimation of projects
S15, S30 Selected metrics are not verified for implementing measurements

at SMEs

S17, S25, S29, S33

Use of metrics is limited due to unawareness of software measure-
ment techniques among the software developers
Measurement is considered a long-term activity
Short time-to-market
Use of metrics is limited due to lack of experienced professionals
Measurements are limited due to lack of knowledge of quality
issues in development process

S18, S33 Selected metrics are not validated for measurement and evaluation
of SPI

S19, S33
The absence of automated tool for data collection
Projects have a limited budget for empirical data collection and
analysis

S20
Cost management (time and resources needed for collection and
analysis of metrics)
Redundancy in metric selection process

S22, S23 Redundancy in metric collection
High effort required for metrics selection and collection

S24, S29, S31, S33 Unavailability of the required assessment data to measure
S4, S25, S28, S29, S30, S33, S34, S35 Lack of sync between measurement process and software develop-

ment life cycle
S25, S26, S27 Incorrect definition of measures
S32, S33, S34, S35 Lack of sync between business objectives/strategies and SPI

expertise in the measurement field [S1, S2]. The
SMEs should hire experienced professionals in
permanent positions to plan, organize, imple-
ment, evaluate and improve MPs [8, 47]. A few
case studies (e.g. [S1, S2, S3, S29, S30, S33])
showed that all of the measurement processes
proposed in measurement studies are not possi-
ble to implement yet due to poor measurement
maturity, poor measurement knowledge, and the
lack of experience in using data collection tools.
The SMEs face difficulties in hiring experienced

professionals, because the offered reward is lim-
ited. Once the developers gain some experience,
they seem to be inclined to migrate to larger com-
panies hoping for better career prospects [S12].
Time to market: The use of software metrics
is limited in SMEs due to challenging time to
market with tight timeframes [S17]. Software
developers in SMEs are always found battling
with time pressures [S13, S29]. Most of the SMEs
are aware that software measures are useful for
improving quality but they believe that it re-
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quires more time to implement a MP in the
workplace [11].
Lack of measurement planning: Most of the
SMEs have poor strategic planning processes for
implementing their MPs due to barriers such as
unavailability of assessment data [S24, S29, S31,
S33], rapid application development [S13, S29],
lack of formal process management, measure-
ment management techniques and unwillingness
to share ideas with employees [S6, S11, S29, S33],
[46, 48, 49]. The lack of measurement planning
also hinders linking measurement processes with
business objectives and SPI [S32, S33, S34, S35].
Lack of automated tool support: The au-
tomated tools used in SMEs can be different
due to multiple reasons. They can be different
based on the implementation levels of MPs (i.e.
organizational and/or project level), types of soft-
ware entities to be measured (processes, products
and/or resources), type of software development
life cycle (e.g. agile, rapid application develop-
ment), measurement purpose (characterize, eval-
uate, predict and/or improve software entities)
and the business goals of software organization.
There is a lack of automated tools for imple-
menting software MPs in SMEs [11, 46, 50] as
there are only four tools reported among 35 pri-
mary studies in this SMS (i.e. Tarc [S9], SCAPT
[S24], SonarQube [S25], SPIALS [S35]). There
is an increasing need for well understood and
affordable tools that can select required metrics
to implement software MPs in SMEs [S8] [46].
The automated tools might also help to over-
come budget limitations, time and measurement
experts in SMEs [S12].

The databases in SMEs contain a small num-
ber of measures and indicators [S5, S25, S29]. The
small scope of measurement databases might be
due to the lack of synchronization between a mea-
surement process and a software development life
cycle [S4, S25, S28, S29, S30, S33, S34, S35]. The
lack of automation and small scope of databases
causes redundancy in metrics collection and high
effort is required for metrics collection [S22, S23].
Data collection problem: The unavailability
of the required assessment data [S19, S24] for
measurement tools is a critical challenge. This
problem might not only reduce the descriptive

power of the tool but also reflect company’s oper-
ational problems. The tools perform effectively if
the company has defined data collection and stor-
age procedures [S19, S24]. Furthermore, projects
have limited budget for empirical data collection
and analysis [S19, S33]. Therefore, there is a need
for automated tools, which can help to reduce
the overhead associated with data collection and
processing to perform measurements in SMEs
[S8]. The lack of budget, time and resources also
hinders the quality assurance process for the data
collection process [S15, S30] and the validation of
metrics for their suitability for SPI improvement
[S18, S19, S20, S25, S26, S27, S33].

It was not possible to find any solution to the
problem of initiating the data collection process
in this mapping study, however, the SLR [6] re-
vealed that Iversen and Mattiassen [51] discussed
experiences in establishing an MP with the help
of incremental application of GQM and intelli-
gent collection and analysis of data. Therefore,
the automation of data collection process can
be incrementally implemented. The first step
may include the collection of data with manual
entries into measurement repository using a tool.
In the second step, data collection may also be
automated. This requires the integration of the
MP with the SDLC [S4, S25, S28, S29, S30, S33,
S34, S35]. There are both open source and com-
mercial tools to automate the data collection for
SDLC processes [52]. The use of automated tools
for characterization, evaluation, and prediction
of software processes, products and resources
becomes even more important in SMEs because
there is a shortage of time, human and financial
resources in SMEs.
RQ3: “What metrics selection techniques,
methods and approaches are used for mea-
surement programs in SMEs?”

Table 8 presents the most commonly used
metrics based on their frequency of being dis-
cussed among the primary studies. The Soft-
ware metrics/measurement-attributes/measures
are identified, collected and analysed based on
the definition of specific measurement objectives
(e.g. defect prediction, size estimation).

Gómez et al. [53] identified in a SLR that
complexity and size are most discussed metrics
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Table 8. Types of metrics/measures in primary studies

Metric/Measurement-
attribute/Measure Definition Selected studies Frequency

Defects Errors or failures in a software
product.

S1, S2, S3, S4, S5, S6, S8, S12,
S17, S26, S27, S31, S33, S35

14

Productivity The speed of software production
in terms of effort and time.

S1, S3, S4, S5, S17, S14, S15, S16,
S22, S26, S28, S29, S30, S33, S34

15

Customer
satisfaction

The expectation of customer
about the performance of soft-
ware product.

S1, S3, S4, S5, S7, S10, S12, S14,
S24, S31, S33, S34, S35

13

Size The size of the product in the
form of functional points or LOC.

S2, S6, S13, S15, S21, S22, S27,
S33

8

Duration The time required to construct
software product.

S1, S2, S3, S4, S5, S6, S7, S9, S22,
S24, S26, S29, S33, S35

14

Effort The human effort to develop
a software product.

S1, S2, S3, S4, S5, S13, S15, S16,
S21, S22, S26, S29, S35

13

Reliability Number of error-free operations
in a system under particular con-
ditions.

S1, S3, S4, S5, S24, S31 6

Traceability A measurement that counts the
software requirements that are
not traced to the system require-
ments.

S6, S8, S18, S31, S33 5

Cyclomatic
complexity

A measurement that shows the
complexity of software product.

S2, S6, S8, S26 4

Table 9. Metrics selection methods

Metrics selection methods Studies Frequency Percentage
Use of standards S2, S6, S11, S17, S19, S20, S22, S23,

S28, S29, S30, S32, S33, S35
14 40%

Use of measurement expert and expe-
riences

S1, S3, S4, S5, S7, S8, S9, S10, S12,
S13, S15, S16, S18, S26, S27, S28, S31,
S32, S33, S34, S35

21 60%

Use of automated tools S2, S9, S16, S19, S21, S25, S33, S35 8 22%

among primary studies on software measurement
process in software development life cycle. An
SLR [6] allowed to establish that defect, produc-
tivity and size are the most discussed metrics in
large organizations. On the other hand, produc-
tivity, defects, effort and customer satisfaction
are the most discussed metrics among primary
studies in this SMS. There is an increasing need
for a well understood and managed software mea-
surement model in SMEs, to select the correct,
relevant, timely, verifiable, cost-effective and valu-
able set of metrics [54].

In our previous study [6], metrics selection
methods are classified as (i) use of standards, (ii)

use of measurement experts and experience and
(iii) use of automated tools. The same classifi-
cation was used for metrics selection methods
in this SMS as shown in Table 9. In this SMS,
the use of a measurement expert and experience
is the most practiced method among primary
studies.
Use of standards: In an SLR on MPs [6], the
primary studies discussed the role of standards
such as ISO/IEC 15939:2007 [55], ISO/IEC 25000
[56], ISO/IEC 9126-x [57], ISO/IEC 14598-x [58],
ISO/IEC/IEEE 24765:2010 [59], CMMI [60,61],
ISO/IEC 25021 [62], and ISO 9126 standard fam-
ily [63–65] for the implementation of MPs.
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In another SLR [20], the primary studies dis-
cussed the role of SPI models (SPICE, PSP, TSP,
Six-Sigma, QIP, TQM) [66] and standards (e.g.
CMMI, CMM, ISO 15504 [53] and ISO 9001 [53])
for the implementation of MPs. On the other
hand, Pino et al. in an SLR [23] considered that
ISO and SEI standards for SPI are not directly
suitable for SMEs due to the complexity of rec-
ommendations, and the requirement of a large
investment of time and resources. Therefore, they
considered a need for widely accepted strategies
to adapt these standards in SMEs and organiza-
tions. Furthermore, they considered that orga-
nizations which develop international Software
Engineering standards should separately consider
the measurement processes of SMEs [23].

In this SMS, multiple studies (e.g. [S2, S6,
S11, S17, S19, S20, S22, S23]) stated that mea-
surement standards (e.g. ISO/IEC 15504 [53],
ISO 9001 [67]) are used to select metrics in dif-
ferent SMEs. The primary studies proposed mul-
tiple models to adapt those measurement stan-
dards in SMEs which are reported for MPs in
large organizations. The MIS-PyME [S2], SQIP
[S6], PRISMS [S8], MESOPYME [S9], AAHA
[S11], ASPISME [S27], and CMMIbyScrum [S35]
models are proposed to adapt CMMI standard
to SMEs. Irrazabal et al. proposed guidelines to
adapt ISO/IEC 12207:2008 standard for SCRUM
[S28]. Similarly, Marìa et al. proposed guide-
lines to adapt ISO/IEC 15939:2007, ISO/IEC
12207:2008 and CMMI in SMEs [S29].

In [S1, S2, S3, S4, S8, S25, S29, S30, S31, S32,
S33, S35], there is a proposal to implement MPs
in SMEs according to the maturity level of soft-
ware processes in the company. The MIS-PyME
measurement capability maturity model [S2] for
implementing MPs in SMEs uses ISO/IEC 15504
standard as a reference model [53]. The SPI
models use measurements as the key component
of their processes. For instance, the CMMI model
contains guidelines for defining the measurement
process and then using this process tomonitor and
control software development processes. Later,
the collected measurement data is used for quanti-
tative management and continuous improvement.

In [S20, S22, S23], the idea of using a prede-
fined pool of standard metrics is proposed. The

software companies can choose metrics from this
pool based on their measurement goals using
meta-metrics (importance of metrics for mea-
surement goal, cost/time of metrics collection,
and frequency of metrics usage in measurement
project). The usage of a common set of metrics
for different projects which have similar goals,
might reduce the effort and cost of data collec-
tion.
Use of measurement experts and experi-
ence: Most of the SMEs use measurement ex-
perts and experiences to select metrics [S1, S3,
S4, S5, S7, S8, S9, S10, S12, S13, S15, S16, S18,
S26, S27, S28, S31, S32, S33, S34] [41].

It is challenging to implement MPs in SMEs
due to their limited resources [S13, S26, S27,
S28, S31, S32, S33, S34] [41]. Most of project
managers in SMEs perform measurement plan-
ning (e.g. estimating budget, schedule and effort)
based on their experience and knowledge from
previous projects [S4, S9, S18, S27, S32], [68].
Use of automated tools: In SLR on software
MPs [6], the automated tools are divided into
two main categories:
1. Tools that are specifically developed for mea-

surement processes. These tools (e.g. Step-
Counter, Workflow, Eclipse Metrics plug-in)
also help to provide data for effective mea-
surement implementation.

2. Tools that are a part of the processes of any
organization, e.g. project management, qual-
ity assurance. These tools are usually part of
the whole management information system.
The limitations of such tools include lack
of metrics data exchange formats, effective
usage of collected data to feed the decision
making process, and using collected data to
effectively monitor and control the software
development processes.
In [S19], project management officers used

Tarc (self-assessment tool) for the selection and
collection of metrics based on the predefined
data collection procedure. They defined 10 fun-
damental metrics and 7 derived metrics (e.g. pro-
ductivity, effort per day, review density, problem
density, test density, bug density) to measure size,
quality and effort attributes using Tarc [S19]. The
collected metrics were used for quality assurance.
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The SCAPT tool [S24] measures the perfor-
mance of SMEs based on time, cost and relia-
bility of software production. SCAPT depends
upon the availability of the company’s own data
collection procedure. It is tested on 44 different
SMEs and it is observed that the unavailabil-
ity of assessment data is a major hindrance for
performance estimation.

The SonarQube tool is proposed to collect
and analyse measurement data on software qual-
ity assurance practices in SMEs [S25]. Its ob-
jective is to continuously monitor a source code
for problems such as code smells, antipatterns,
and unused methods. The best practices of soft-
ware quality assurance based on literature and
experiences are maintained in the tool.

The SPIALS tool [S35] is based on the Stan-
dard CMMI Appraisal Method for Process Im-
provement (SCAMPI). Its objective is to assess
SPI by using the lightweight CMMIbyScrum
model. It measures SPI by conducting a survey
with the help of a structured questionnaire that
is based on the CMMIbyScrum model.
Comparison of measurement programs in
SMEs and large organizations

In [6], the authors performed an SLR on soft-
ware MPs and observed that 4 out of 65 primary
studies focused on the MPs in SMEs. Therefore,
we conducted this SMS to analyse factors, such as
measurement models, challenges and metrics se-
lection methods for implementing MPs in SMEs.

In this section, a comparison between soft-
ware MPs in SMEs and large companies is pre-
sented. The SLR [6] identified 35 measurement
models and 11 tools and SMS identified 29 mea-
surement models and 4 tools. There are 4 mea-
surement models in SLR that are proposed for
SMEs, i.e. SPGQM [69], OMSD [9], MIS-PyME
[8], and GQM-DSFMS [70] and these four models
are identified as common between both studies.
All of these four models are based on goal-ori-
ented approaches.

The measurement models are categorized into
“goal oriented approach improvement (GOAI)”,
“software process improvement (SPI)” and “mea-
surement process improvement (MPI)” in both
studies. Figure 9 shows that the majority of mea-
surement models in the SLR are GOAI followed

by MPI and SPI. On the other hand, the majority
of measurement models in SMS are SPI followed
by GOAI and MPI.

The metrics selection methods are catego-
rized into “use of measurement standards”, “use
of measurement experts and experiences” and
“use of automated tools” in both studies. The
SLR [6] and SMS analysed a different number of
primary studies; therefore, the frequencies and
percentages of primary studies discussing these
standards are presented in Figure 10a and Fig-
ure 10b.

One of the reasons for the disparity in
the number of studies between SLR and SMS
might be the late evolution of SMEs industry
in the last two decades. The history of soft-
ware measurement and how it became critical of
SMEs is discussed at the beginning of Section 4.
The primary studies in the SLR [6] discussed
ISO/IEC 15939:2007 [55], ISO/IEC 25000 [56],
ISO/IEC 9126-x [57], and ISO/IEC 14598-x [58],
ISO/IEC/IEEE 24765:2010 [59], CMMI [60,61],
ISO/IEC 25021 [62], and ISO 9126 standard fam-
ily [63–65]. On the other hand, in this SMS there
were measurement models proposed to adapt
guidelines and methods of those measurement
models that are already reported for large orga-
nizations [6,20]. The MIS-PyME [S2], SQIP [S6],
PRISMS [S8], MESOPYME [S9], AAHA [S11],
ASPISME [S27], and CMMIbyScrum [S35] mod-
els should adapt the CMMI standard in SMEs.
Irrazabal et al. proposed guidelines to adapt
ISO/IEC 12207:2008 standard for SCRUM [S28]
and María et al. proposed guidelines to adapt
ISO/IEC 15939:2007, ISO/IEC 12207:2008 and
CMMI to SMEs [S29]. Pino et al. in an SLR [23]
considered that ISO and SEI standards for SPI
are not directly suitable for SMEs due to the
complexity of recommendations and the require-
ment of a large investment of time and resources.
Therefore, there is a need for widely accepted
strategies to adapt these standards in SMEs. The
organizations that develop international Soft-
ware Engineering standards should separately
consider implementing measurement processes
in SMEs [23].

An MP was divided into three phases for fur-
ther analysis. These phases are the pre-implemen-
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Figure 9. Comparison of categories of measurement models between SLR and SMS

(a) Metrics selection methods with respect to frequencies
of primary studies discussing metric selection methods

(b) Metrics selection methods with respect to
percentages of primary studies discussing metric

selection methods

Figure 10. Metrics selection methods

tation, implementation and post-implementation
of a MP.

Table 10 presents measurement purposes with
respect to the phases of implementing an MP
as shown in Figure 9. The pre-implementation
phase of an MP starts with planning a software
development process. In this phase, historical
data from previous projects, measurement stan-
dards, measurement experts and experiences and
automated tools might be used to predict the at-
tributes of processes, products and resources (the
details are in the results and analysis of RQ3).
The implementation phase of an MP includes
the characterization of issues/problems during
software development life cycle and the continu-
ous evaluation of project progress with respect to

plans and predictions. The post-implementation
phase of an MP helps in software process im-
provement based on lessons learned during the
pre-implementation and implementation phase.
The improvements can be twofold: 1) improve-
ment in measurement processes, 2) improvement
in software development processes. The predic-
tion is the least utilized purpose among primary
studies of SMS and SLR as shown in Table 10.

The measurement models for SMEs are specif-
ically designed to implement the measurement
process keeping the basic limitations of SMEs,
such as budget, time, resources and low process
maturity, in view. The measurement models pro-
posed for large companies focus on broad issues,
such as the measurement of customer satisfaction,
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Table 10. Purposes of measurement program

Measurement studies Pre-implementation Implementation Post-implementation
prediction characterization evaluation improvement

SLR 28% 81% 77% 70%
SMS 16% 63% 83% 93%

Table 11. Metrics discussed among primary studies of SMS and SLR

SMS SLR
Measurement

process
Measurement
attributes

Metrics
type Frequency Percentage Frequency Percentage

Pre-implementation Size Product 8 22.5% 10 15.4%
Duration Process 14 40% 7 10.7%
Effort Resource 13 37.1% 11 16.9%
Cost/Budget Process - - 4 6.1%
Time to market Product - - 3 4.6%

Implementation Productivity Resource 15 42.58% 11 16.9%
Traceability Product 5 14.2% - -
Cyclomatic complexity Product 4 11.4% - -
Employee Commitment Resource - - 8 12.3%

Post-implementation Return on investment Product - - 3 4.6%
Customer satisfaction Product 13 37.1% 8 12.3%
Defects Product 14 40% 25 38.5%
Reliability Product 6 17.1% - -

effectiveness of decisions taken based on MPs,
verification and validation of the metrics collec-
tion process, building an information system for
the measurement process, and the improvement
of software development processes [6].

Table 11 presents the most commonly used
metrics based on how frequently they are dis-
cussed in the primary studies in SMS and SLR.
Fenton and Bieman [5] distinguished three types
of measurement entities, i.e. process, product,
and resource. Table 11 shows that the product
metrics are mostly measures in the primary stud-
ies of SLR [6] and SMS. It also points out the
need for more utilization of process and resource
metrics for planning, organizing, monitoring, and
controlling the processes and resources.

In SLR [6], they found that there is a lack of
discussion of real-time metrics among primary
studies (e.g. cyclomatic complexity, dynamic
function calls, number of unused objects) to mon-
itor and control the actual software development
progress. Soini [71] conducted an empirical case
study in the Finnish software industry to evaluate

the actual use of software metrics. The software
metrics are categorized into real-time and lagging
metrics [71]. The real-time metrics help to moni-
tor and control the ongoing processes in software
organizations and provide indicators (e.g. cyclo-
matic complexity and traceability in this SMS).
The lagging metrics are collected at the comple-
tion of projects (e.g. return on investment and
customer satisfaction in this SMS). The balance
between real time and laggingmetrics might assist
improvement in measurement processes [71].

Table 11 shows that all three types of metrics
(i.e. process, product and resource) are only dis-
cussed for the pre-implementation phase of MPs.
Furthermore, the process and product types of
metrics are discussed twice as resource metrics in
the pre-implementation phase. The resource and
product types of metrics are discussed for the
implementation phase of MPs and only product
type of metrics are discussed in the post-imple-
mentation phase. The measurement of software
defects is the most commonly discussed metric
in both studies.
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Table 12. Comparison of the challenges of implementing measurement programs in this SMS and SLR [6]

Challenges reported in SMS Challenges reported in SLR
Pre-implementation

– Lack of budget, time and resources allocated
for software measurement.

– Use of metrics is limited due to lack of experi-
enced professionals.

– Lack of measurement experts.
– Lack of measurement maturity for implement-
ing software MPs.

– Absence of documentation and formal process
management techniques.

– Lack of automated tools for data collection.
– Metrics are not validated for use in SMEs.

Implementation
– Scope of database containing indicators and
measures is small as limited number of metrics
are utilized in SMEs.

– Limited utilization of metrics due to lack of
defined process for management of quality issues
in development process.

Pre-implementation
– Lack of benchmarks.
– Heterogeneity of SDLCs, MPs, products, cul-
ture, and priorities.

Implementation
– Correctness of MPs objectives.
– Prioritisation of goals.
– Transition to measurement culture.
– Construct validity issues of metrics.
– Lack of consistent definitions of measurement
entities, tasks and processes.

– Sync between MPs and SPI activities.
– Overlapping between the metrics types.
– Scalability issues in MPs.
– Identification of correct measurement instru-
ment.

– Completeness, integrity, consistency of measure-
ment data.

– Lack of suitable metrics selection methods.
– Lack of real time metrics (e.g. cyclomatic com-
plexity, dynamic function calls, no of unused
objects and variables) to monitor and control
the actual software development progress.

Post-implementation
– Sustainability of MPs.

Table 12 presents the challenges of imple-
menting MPs in SMEs and large organiza-
tions. The challenges are presented with re-
spect to pre-implementation, implementation
and post-implementation phases of an MP.
Pre-implementation challenges: The chal-
lenges which already exist in the software de-
velopment organization (e.g. lack of budget, and
time) or they exist in the software measurement
domain (e.g. inconsistent measurement termi-
nologies) before the implementation of MPs.
Implementation challenges: The challenges
which appear during the implementation of MPs.
Post-implementation challenges: The chal-
lenges which appear after the implementation
of MPs.

In the primary studies of SMS, most of the re-
ported challenges exist even before the implemen-
tation of MPs in SMEs. They are of fundamental
significance and encompass, e.g. lack of budget,
time and resources. The SMEs usually hire fresh
or less experienced graduates, which causes the

lack of understanding and attention towards soft-
ware quality and measurement issues [10,46]. The
lack of defined measurement processes results in
a situation when it is the higher management
to decide on the importance of MPs and conse-
quently the mechanism becomes people-oriented
instead of process-oriented [S9, S18, S27]. The
absence of formal documentation and automated
measurement tools also hinders measurement pro-
cesses because both are key sources to provide
data for measurement [S19, S24]. It is also critical
to learn whether the measured values are exactly
the ones that were to be measured [72,73]. The
lack of metrics validation also imposes a chal-
lenge, as metrics must be mathematically correct
and useful for decision-making [74], [S18, S19,
S20, S25, S26, S27, S33].

The challenges faced during the implemen-
tation of MPs in SMEs include a limited scope
of measurement repository (database) in terms
of using metrics for the characterization, evalu-
ation, prediction and improvement of software
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entities at project and organization level [S5, S25,
S29]. There are only few fundamental metrics
which are used mostly by SMEs to plan, monitor
and control software entities such as processes,
products and resources [S22, S23].

The challenges reported by studies in large
companies are mostly related to the issues discov-
ered while implementing MPs [6]. The primary
studies in SLR [6], report the lack of measurement
benchmarks in terms of publically available mea-
surement datasets, measurement standards and
widely accepted measurement models and tools.

The heterogeneity of software organizations
might be a challenge for implementing MPs in
both SMEs and large organizations, e.g. in terms
of software development life cycle (waterfall, agile
etc.), size of organization (small, medium and
large), domain of software products (e-commerce,
mainframe systems, etc.), implementation levels
of MPs (project or organization-wide), measure-
ment purposes (characterize, evaluate, predict
and/or improve) and measurement culture [6,20].

Construct validity is also a key challenge
while implementing an MP, however, it was not
possible to find specific discussions or solutions
presented to address this challenge in SMEs.
Kaner defined construct validity as, “How do you
know that you are measuring what you think you
are measuring” [73]. The software measurement
is defined as the empirical, objective assignment
of numbers according to a theory or model, to
characterize the attribute of processes, products
and resources [73]. In an SLR on the validation
of software metrics [74], the word “construct” is
referred to as a tool, instrument or procedure
used to collect metrics. There are 47 validation
criteria of software metrics presented in the SLR
[74], however, they need further evaluations by
researchers and practitioners to select suitable
metrics validation criteria for measurement pro-
cesses in large and SMEs industry. In this study
53 citations of the SLR [74] using Google Scholar
were found, however, none of these specifically
focused on metrics validation for SMEs.

Table 13 presents the comparisons of the im-
plementation of MPs at project and organization
level in the measurement studies of SLR [6] and
SMS. According to both studies, it is challeng-

ing for software development organizations to
implement MPs at both levels [6]. It might be
due to the fact that most of the measurement
models are designed to solve a specific problem
at project level or organization level and their
implementation is usually limited to a specific
project. These factors might hinder the continu-
ity of MPs for a longer period of time and at
both implementation levels of MPs. Furthermore,
51% of the primary studies in SLR [6] and SMS
are case studies. It is considered in [6,20,23] that
there is a lack of comparative case studies of
MPs. One of the potential reasons might be the
fact that there is no clear context description in
the published case studies. The context descrip-
tion might include organizational context of case
studies, such as type and size of organization,
type of products, measurement stakeholders. The
description of the measurement process might
include the type of metrics collected and the
analysed, duration of measurement processes,
analysis methodologies, link between measure-
ment processes and improvement activities [6].
A comprehensive context description will help
practitioners and researchers to achieve the re-
peatability, extensibility, and comparisons of case
studies [6, 20].

Table 13. Comparison of the implementation
levels of measurement programs

Implementation levels of MPs SLR SMS
Project 58% 30%
Organization 28% 30%
Project AND Organization 14% 40%

The challenges faced during implementation
of MPs at SMEs include limited scope of measure-
ment repository (database) in terms of using met-
rics for characterization, evaluation, prediction
and improvement of software entities at project
and organization level [S5, S25, S29]. There are
only few fundamental metrics which are used
mostly by SMEs to plan, monitor and control
software entities such as processes, products and
resources [S22, S23]. These challenges exist even
before the implementation of MPs at SMEs.

In SLR [6], the incremental development of
MPs is also mentioned as a solution for software
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organizations having no or partially defined MPs
[52]. It was not possible to find any solution to
the problem of initiating a measurement process
in this mapping study. However, it was found
in the SLR [6] that Iversen and Mattiassen [51]
discussed the experiences of establishing an MP
with the help of the incremental application of
GQM and the intelligent collection and analysis
of data. Therefore, the automation of the data
collection process can be implemented incremen-
tally. The first step may include the collection
of data with manual entries into a measurement
repository using a tool. In the second step, data
collection may also be automated. This requires
the integration of the MP with the SDLC [S4,
S25, S28, S29, S30, S33, S34, S35]. There are both
open source and commercial tools to automate
the data collection for SDLC processes [52]. The
use of automated tools for the characterization,
evaluation, and prediction of software processes,
products and resources becomes even more im-
portant in SMEs because there is a shortage of
time, human and financial resources.

Large organizations mostly report challenges
observed during the implementation of MPs
while SMEs report pre-implementation chal-
lenges (e.g. budget, time, lack of measurement
process maturity). The literature lacks challenges
and mitigation strategies while implementing
MPs at SMEs. Therefore, the SMEs can also
evaluate mitigation strategies for the challenges
presented in [6] according to their needs while
implementing MPs.

5. Conclusion

The systematic mapping process proposed by
Petersen et al. [21] is used to conduct this Sys-
tematic Mapping Study (SMS) [21]. The main
objective of this mapping study is to identify and
analyse the studies on software measurement pro-
grams (MPs) in small and medium enterprises
(SMEs). In total, 35 primary studies are analysed
to answer the following research questions:

RQ1: What measurement models, tools and
practices for implementing measurement pro-
grams in SMEs are discussed in literature?

RQ2: What are the problems, challenges and
issues of implementing measurement programs
in SMEs?

RQ3: What metrics selection techniques,
methods and approaches are used for measure-
ment programs in SMEs?

This SMS analyses 29 measurement models
and 4 tools. The measurement models are catego-
rized into “goal oriented approach improvement
(GOAI)”, “software process improvement (SPI)”
and “measurement process improvement (MPI)”.
The majority of the measurement models are
built upon SPI (51%) approaches followed by
GOAI (40%) and MPI (34%) approaches. As
for the implementation level of MPs, most mea-
surement models are implemented at both the
project and organization level (40%) followed by
project level (30%) and organization level (30%).
With respect to the measurement purposes of
models, the distribution of MPs is identified as:
characterization (63%), evaluation (83%), im-
provement (93%) and prediction (16%). When
the combination of purposes (i.e. when more
than one purpose was mentioned by a primary
study) was investigated, it was found out that
around 59% of the studies mentioned the pur-
poses of characterization and improvement while
only 17% referred to all four purposes. This sit-
uation might be due to the fact that prediction
based on historical data is possible if an MP lasts
longer than a single project.

The metrics selection methods in primary
studies are categorized into “use of measurement
standards”, “use of measurement experts and
experiences” and “use of automated tools”. The
majority of primary studies discussed the use
of measurement experts and experience (60%)
followed by the use of measurement standards
(40%) and the use of automated tools (22%). The
common types of metrics discussed in the pri-
mary studies include productivity (43%), defects
(40%), duration (40%), effort (37%), customer
satisfaction (37%), size (22%), and cyclomatic
complexity (11%). The most commonly used re-
search methods in primary studies are a case
study (51%) and a survey (25%). Most of the
primary studies (80%) were published between
2006 and 2013.
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Most of the SMEs face challenges, such as
low measurement process maturity, limited re-
sources to develop MPs and short time-to-market.
Furthermore, the lack of measurement planning,
tool support for data collection and measurement
professionals are key challenges for the implemen-
tation of MPs.

In this study, the MPs in SMEs and large
organizations are also compared. Most of the
measurement models for SMEs are built upon
the software process improvement approach. On
the other hand, most of measurement models for
large organizations are built upon goal-oriented
approaches. The measurement models in SMS
and SLR [6] focus the least on using measurement
data for prediction. There is a lack of automated
tools support for implementing MPs as there are
11 and 4 tools identified for large organizations
and SMEs, respectively.

The SMEs and large organization face differ-
ent challenges as studies in SMEs report chal-
lenges that existed even before the implemen-
tation of MPs due to different infrastructure
and management processes of SMEs. Therefore,
lightweight measurement models are proposed
to cater for measurement processes while keep-
ing the limitations of SMEs, such as budget,
time and resources, in view. In this SMS, we
found the measurement models which are pro-
posed to adapt the guidelines and methods of
those measurement models that are already re-
ported for large organizations [6,20]. For instance,
the MIS-PyME [S2], SQIP [S6], PRISMS [S8],
MESOPYME [S9], AAHA [S11], ASPISME [S27],
and CMMIbyScrum [S35] models are proposed
to adapt the CMMI standard in SMEs. On the
other hand, the challenges reported by studies in
large companies are mostly related to the issues
discovered while implementing MPs. These mea-
surement studies report challenges, such as lack
of measurement benchmarks in terms of measure-
ment datasets, standards and widely accepted
measurement models and tools. The challenges
also include the lack of synchronization among
measurement processes, software development
processes and software improvement processes,
and the adoption of measurement culture.

This SMS presented the findings from the
existing literature. We are currently conducting
online surveys in SMEs to validate the findings
of SMS.
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Abstract
Context: Despite the fact that many researchers and practitioners agree that organisational
issues are equally important as technical issues from the software cost estimation (SCE) success
point of view, most of the research focus has been put on the development of methods, whereas
organisational factors have received surprisingly little academic scrutiny.
Objective: This study aims to identify organisational factors that either support or hinder mean-
ingful SCE, identifying their impact on estimation success. Top management’s role is specifically
addressed.
Methods: The study takes a qualitative and explorative case study based approach. In total, 18
semi-structured interviews aided the study of three projects in three organisations. Hence, the
transferability of the results is limited.
Results: The results suggest that the role of the top management is important in creating prereq-
uisites for meaningful estimation, but their day-to-day participation is not required for successful
estimation. Top management may also induce undesired distortion in estimation. Estimation
maturity and estimation success seem to have an interrelationship with software process maturity,
but there seem to be no significant individual organisational factors, which alone would make
estimation successful.
Conclusion: Our results validate several distortions and biases reported in the previous studies,
and show the SCE research focus has remained on methodologies and technical issues.

Keywords: software cost estimation, project management, project success, top man-
agement, organisational factors, software improvement, software process maturity, case
study

1. Introduction

Most software projects still suffer from budget
and schedule overruns [1–4]. Regardless of the
high price of software projects that bring hun-
dreds of billions of euros in losses annually [5–7],
there are still severe deficiencies in the proper
application of software cost estimation method-
ologies in organisations [8–13].

Systematic overruns have continued for
decades, although researchers and practitioners
have developed hundreds of estimation method-
ologies [13, 14]. However, the reason for the
overruns may not reside only in the estimation
methodologies as they are shown to be able to
produce accurate results when used properly
[15, 16]. Thus, the problems that result in es-
timation errors may occur because estimation
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methodologies are used ineffectively by organi-
sations [9, 11, 14]. Consequently, organisational
inhibitors [10], top management focus [17] and
the sources of distortions [9,12] have become the
focus of recent studies.

While most SCE does not use a proper
methodology, the situation is considerably bet-
ter in the area of project management (PM) as,
according to Fortune and White [18], only 5% of
projects do not use any PM tools. Considering
the fact that cost estimation is an inseparable
part of all projects [19], and that the cause of
overruns in software projects may reside in soft-
ware cost estimation (SCE), project management
(PM) or other areas [20–22], the difference in the
extent of the use of methodologies between soft-
ware project management and management of
other types of projects is surprising. Especially,
because commonly used industrial project man-
agement and process improvement frameworks,
such as CMMI [23], PMBOK [19] and IPMA
ICB [24], promote the importance of estimation
and the use of methodologies. The use of proper
methodologies is proven to have a positive effect
on the outcome of both SCE and PM [18,25,26],
nevertheless only PM professionals utilise these
valuable tools and methods to any great extent.

As scientific literature or industrial advice
does not provide a clear explanation for the gap
in the extent of the use of methodologies between
SCE and PM, one assumption is that the differ-
ence arises from organisational priorities and
does not seem to be related to the availability
of proven cost estimation methodologies. Project
management is widely linked to the execution of
the corporate strategy [27–29], but SCE seems to
have very little visibility among top management.
Also, while project management research paid
close attention to non-technical factors, such as
top management support, communication, skills
and learning [18, 30], SCE research mostly fo-
cused on developing and improving estimation
techniques [14]. This is an important observation,
indicating that the explanation for the difference
in the extent of use of SCE and PM method-
ologies could reside within the research areas
omitted from the study of SCE.

The goal of this study is to identify organisa-
tional factors that either support or hinder mean-
ingful SCE, and to establish their impact on es-
timation success. The study takes a holistic view
with special attention on top management par-
ticipation. A qualitative, exploratory case study
approach is employed, using interviews as the
primary data collection method. In total, three
projects were studied and 18 semi-structured
interviews were conducted.

Some research papers addressing SCE from
the organisational rather than technical view-
point have been published recently [9, 10, 17,31].
This paper continues on this highly relevant
path but diverges from previous studies by
studying the impact of organisational factors
related to software process or project process
on the effectiveness of the use of estimation
methodologies. Improving the understanding of
the real-world dynamics related to the effec-
tive use of estimation methodologies may pro-
vide practitioners with valuable tools for im-
proving SCE in organisations. Especially, the
gap between the advice provided by the indus-
trial project management frameworks and the
low extent of use of methodologies could be
narrowed. This study may also provide further
evidence that organisational issues are equally
important as technical ones for effective SCE,
and generate new theories about the reasons
for why the extent of use of methodologies is
low regardless of the experienced importance of
SCE and industrial advise. This would justify
further study on the organisational dimension
of SCE.

The remaining part of the paper is struc-
tured as follows: Section 2 presents related work
focusing on four areas: software cost estimation,
project management, top management involve-
ment and software cost estimation in industrial
frameworks. Section 3 presents the research ques-
tions. Section 4 introduces the case companies
and projects, and Section 5 elaborates on the
research design. Section 6 presents the results of
the case study and is followed by a discussion of
the key findings in Section 7. Section 8 concludes
the study.
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Table 1. Distribution of research topics in software cost estimation.
A single study can belong to multiple categories. Adapted from [14]

Perspective 1990– 2000– Total–1989 1999 2004
Estimation method 73% 59% 58% 61%
Size measures 12% 24% 16% 20%
Organisational issues 22% 15% 14% 16%
Uncertainty assessment 5% 6% 13% 8%
Calibration of models 7% 8% 4% 7%
Production function 20% 4% 3% 6%
Measures of estimation performance 5% 5% 6% 5%
Data set properties 0% 1% 2% 1%
Other 0% 2% 1% 1%

2. Related work

In the following subsections, top management’s
relationship to SCE and PM is reviewed and the
focus areas of earlier research on these subjects
is summarised.

2.1. Software cost estimation

Software cost estimation is an activity that aims
to produce a prediction of the effort required to
build a software component. As most costs in soft-
ware development projects are personnel costs,
‘cost’ and ‘effort’ are often used interchangeably.
The literature that studies and develops meth-
ods to estimate costs in software projects be-
gan in the 1960s [32, 33]. However, despite five
decades of research and hundreds of studies [14,
34], software projects still exceed their budgets
and timetables.

Jørgensen and Shepperd [14] conducted the
most recent systematic literature review of SCE.
In total, they selected 304 journal articles for
their study and identified eight active research
topics in SCE:
Estimation methods: the key issues include

formal estimation models, expert estimation
processes, decomposition based estimation
processes and combinations of those three.

Production function: the key issues are the
linear versus nonlinear relationship between
effort and size, and the relationship between
effort and schedule compression.

Calibration of models: the key issue is the
calibration of estimation models, e.g. studies
on local versus multi-organisational data and

the calibration of the COCOMO model for
certain types of projects.

Size measures: the key issues include validity
and improvements in the size measures that
are important in estimation models, e.g. the
inter-rater validity of function point counting.

Organisational issues: the key issues are es-
timation processes in a wide organisational
context, e.g. estimation practice, the reasons
for cost overruns, the impact of estimates on
project work, and estimation in the general
context of project management.

Effort uncertainty assessment: the key is-
sue is the uncertainty of effort or size esti-
mates, e.g. methods providing minimum-max-
imum intervals for effort.

Measures of estimation performance: the
key issues include the evaluation and selection
of estimation methods, e.g. how to measure
estimation accuracy or how to compare esti-
mation methods.

Data set properties: the key issue is how to
analyse data sets for the purpose of estima-
tion methods, e.g. data sets with missing
data.

Other: unclassified topics.
The distribution of the topics is presented in
Table 1.

As shown in Table 1, all other categories ex-
cept ‘Organisational issues’ and ‘Other’ focus on
estimation methodologies or other formal meth-
ods for improving the estimation of size, effort
or schedule. Only 16% of the articles discussed
issues other than non-technical issues, i.e. or-
ganisational issues. Thus, SCE research strongly
focuses on formal and technical issues and has
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relatively little focus on non-technical topics. Fur-
thermore, the share of the articles focusing on
organisational issues seems to be decreasing, it
was only 14% during the period from 2000 to
2004. The recent study of SCE research trends
shows also that the research focus has remained
consistently on estimation methodologies and
techniques between 1996 and 2016, the emerged
research areas being ‘size metrics’, ‘estimation by
analogy’, ‘tools for estimation’, ‘soft computing
techniques’ and ‘expert judgement’ in five topic
solution [35].

Estimation methodologies produce good re-
sults when applied properly [15,16]. Regardless
of this, overruns still continue. While an obvious
research topic should be the effective application
of estimation methodologies, 84% of the articles
still focus on improving methodologies. Hihn and
Habib-agahi noticed already in 1991 that only
17% of the estimators used proper estimation
methodologies [36]. This, however, seems not to
have affected the research focus either. Also ac-
cording to our experiences, the basic problem of
SCE is that the estimation methodologies are not
applied properly; researchers and practitioners
largely agree on this point [13, 14]. Furthermore,
Jørgensen and Shepperd’s [14] review reports
that only eight articles out of 304 were in-depth
case studies and only three evaluated the back-
ground to the estimation processes. This, to-
gether with the technical focus of the research,
confirms that concentrating on real-world issues
that prevent the effective use of SCE methods
is justified as a systematic improvement in SCE
success that can only be realised through the
successful application of estimation methods in
real-world situations.

2.2. Project management

The share of work organised as projects is very
high in organisations, and the results of such
projects are critical for the success of an organi-
sation [37,38]. Due to the significance of PM, the
topic has been broadly studied and the body of
knowledge on it is extensive. Several different cat-
egorisations of PM research areas exist and the

following six perspectives have been presented
by Kolltveit, Karlsen and Grønhaug [30]:
The task perspective: key issues include the

scope of project management for a task,
project targets, project results and planning
and control.

The leadership perspective: key issues are
leadership, communication, uncertainty and
learning

The system perspective: key issues are sys-
tems, elements of systems, boundaries and
dynamics.

The stakeholder perspective: key issues in-
clude stakeholders, communication, negotia-
tion, relationships, influence and dependence.

The transaction cost perspective: key is-
sues are transactions, transaction costs, pro-
duction costs, and governance structure.

The business by project perspective: key
issues include business, project results,
project success, strategy, profit and benefits.
In their article, Kolltveit et al. [30] identified

562 articles published in International Journal
of Project Management and classified them into
the six above mentioned categories (see Table 2).

Once again, when dividing the areas or as-
pects into technical and non-technical, the task
and transaction cost perspectives can be seen
as technical. The other four can be seen as
non-technical, or at least having most of their key
issues beyond the purely technical focus. As Ta-
ble 2 shows, the focus of the project management
research was shifting from the task perspective
towards the leadership and business perspectives.
This can be seen from the table as with the above
classification into technical and non-technical
aspects, the share of technical perspectives de-
creased from 68% to 18% between the first and
the last period, respectively. This shift of focus
seems reasonable since organisational issues are
reported to be even more important factors in
project success than technical ones [25, 39–41].
Top management support (TMS) was even sug-
gested as the most important factor affecting
project success [42], which corresponds well with
the largest share of the leadership perspective
related papers.
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Table 2. The distribution of research perspectives in project management.
A single study can belong to multiple categories. Adapted from [30]

Perspective 1983– 1988– 1993– 1998– 2003– Total1987 1992 1997 2002 2004
Task 49% 34% 32% 23% 12% 29%
Leadership 8% 16% 25% 28% 33% 23%
System 23% 25% 18% 19% 15% 20%
Stakeholder 1% 3% 1% 5% 6% 3%
Transaction 19% 9% 6% 10% 6% 10%
Business 0% 13% 17% 15% 29% 15%

In comparison to SCE research, PM research
underwent a major shift from task oriented
or technical topics towards people oriented or
non-technical ones, whereas the SCE research
focus remains on task oriented subjects. Thus, it
is also reasonable to assume that the focus of PM
research has placed more focus on how methods
are applied by people and therefore increased
the awareness, effectiveness and extent of use of
the methods. The mere existence of a method
seldom leads to its success.

2.3. Top management focus

Top management support has been found to be
one of the most important critical success factors
for project success in several studies [40,42,43]
and few would doubt the need for TMS [44]. Also,
top management’s interest in PM is increasing
along with the number of PM related articles pub-
lished in top management and business journals
[45]. However, top managers are generally more
interested in non-technical issues of a strategic
nature [46,47].

The practices through which TMS is demon-
strated for a project have been extensively stud-
ied. Garrity [48] recommends top management
review plans and monitor results. Beath [49]
found that top managers are able to make or-
ganisational changes, while Morton [50] notes
top managers – as project champions – have the
skills to mobilise public opinion, resolve conflicts
between stakeholders and win the hearts and
minds of project teams. Zwikael [25] identified
a list of 10 critical top management support pro-

cesses that influence a project’s success, including
appropriate PM assignment, project manager in-
volvement during the initiation stage and the use
of standard PM software.

TMS was not studied widely in the scope
of SCE. However, Rahikkala et al. [17] found
that top management pays attention to SCE and
recognises that good estimates are critical for an
organisation’s success, as well as for understand-
ing the consequences of an erroneous estimate.
In general, there is very little information about
TMS in SCE. This suggests that the actual top
management focus on SCE is low. Regardless of
the reported attention, the limited use of SCE
methodologies supports this assumption.

2.4. Software cost estimation
in industrial frameworks

Many of the commonly used project manage-
ment frameworks, standards and other related
guidelines address cost estimation. Project Man-
agement Institute’s PMBOK Guide [19], as well
as its Software Extension [51], give detailed guid-
ance on preparing software cost estimates. An-
other popular framework, International Project
Management Association’s Competence Base-
line [24], includes cost estimation as an impor-
tant step. Furthermore, PRINCE21 and ITIL v3
[52] frameworks emphasize estimation and cost
management, as well as the CMMI process im-
provement program [23] and the ISO 21500:2012
standard for project management [53]. Even the
U.S. Government Accountability Office (GAO)
published a 12 step guide for cost estimation2.

1https://www.axelos.com/qualifications/prince2-qualifications
2http://energy.gov/sites/prod/files/GAO%2012-Step%20Estimating%20Process.pdf
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Finally, cost estimation is also covered by agile
methodologies [54].

3. Research questions

The literature review shows that SCE research
has been centred on methodology for decades
without a significant change. In contrast, PM
research is very broad and covers topics such
as methodologies, leadership and business. The
focus of research also shifted from methodologies
towards other areas, currently having a relatively
even distribution on a broad range of topics. In
particular, TMS was studied in the scope of PM
but not SCE. Hence, though SCE and PM belong
to software project delivery, the research focus
is different. In the industrial context, the impor-
tance of SCE is widely recognized, and practically
all major industrial bodies of knowledge provide
guidance for cost estimation.

The above, together with the argument that
proper cost estimation is often omitted [10,36],
suggests that the accountability of the use of
meaningful estimation methodologies is unclear
in organisations. There are no reports that SCE
would be commonly omitted completely, rather
that it is not conducted in a meaningful way. The
previously reviewed project management and
process improvement frameworks define clearly
that project management is responsible for that
the estimation is done, but not specifically that
they would be responsible for how it is done.
This seems to leave a gap in the software pro-
cess, which may be one reason for malpractices
and overruns. This motivates our first initial
objective:
RQ1: What are the real-world factors concern-

ing the organisational context of SCE (or-
ganisational factors) that either support or
hinder the creation of a meaningful software
cost estimate?
In our study, the organisational context refers

widely to the properties and mechanisms of an
organisation, such as top management commit-
ment, leadership, organisational structure, com-
munication, monitoring, recognition and educa-
tion [55]. Effectively, the definition of the or-
ganisational context used in this study does

not exclude any properties or mechanisms of
an organisation, and we seek to identify the as-
pects affecting SCE that human subjects can
or are willing to tell us about the topic [56].
Additionally, although the organisational con-
text is the primary focus, biases emerging from
human behaviour, as human subjects are cen-
tric for the organisational context, are also
considered.

It has been found that technical issues are of
little interest to senior managers [46,47]. One rea-
son for the existence of the previously described
gap may be that SCE is perhaps perceived as too
technical and too specific to software develop-
ment to interest project managers. On the other
hand, although software developers traditionally
focus on technical topics and have little interest
in or power over non-technical issues, they may
not perceive SCE as a technical issue, and con-
sider it as belonging to the project management’s
domain. Technical experts may also be protective
of their domain in order to prevent loss of power
to outsiders [57], while the suspicious and nega-
tive attitudes of senior managers towards IT and
technical personnel [58] may hinder cooperation
further. Therefore, the second initial objective
of this study is to answer the second research
question:
RQ2: What is the impact of top management in

either supporting or hindering software cost
estimation practices?
Finally, this paper draws attention to the

difference between the extent of the use of SCE
and PM methodologies, as well as to the different
focus areas of research on SCE and PM. Addi-
tionally, the gap between the extensive amount
of industrial advice on cost estimation and the
low extent of the use of SCE methodologies is
addressed. An enhanced understanding of the
reasons behind these differences may help organ-
isations improve their SCE success, positively
affecting project success.

4. Case contexts

The topics covered in this paper have not been
widely addressed prior to this study and our
goal was to collect widely different perspectives
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Table 3. Case study companies and projects

Company Software Vendor Service Provider Tech Giant
Number of employees Approximately 150 Several thousands Several thousands
Business area Software and services Software and services Software and services
Project Tool Operational Control

System
Network Management
System

Initial/actual size of the
project

12/44 person-months 20/20 person-months Approx. 200/200
person-months

Initial/actual duration
of the project

3/11 months 10/10 months 3/3 months

Project type Internal product devel-
opment

External product devel-
opment, i.e. tailored soft-
ware

Continuous internal
product development

Estimation methodology WBS and expert estima-
tion

WBS and expert esti-
mation, historical data,
peer review

WBS and expert estima-
tion, historical data

Estimation responsible Project Manager Project Manager Program Manager
Development
methodology

Scrumbut: Waterfall (de-
sign) + Scrum (sprints)

Waterfall-like method Scrum

Result Challenged Successful Successful

related to the organisational phenomena affect-
ing SCE, and especially top management’s role.
Thus, the cases were selected in such a way that
they would generate rich information about the
phenomena being studied. The authors focused
on large and small companies, selecting higher
and lower maturity organisations and exemplary
and challenged projects. The case companies
and projects are different in their industrial do-
mains, size, as well as in their processes. The
final decision of including a particular project
in the study was made based on a discussion
with a company representative, confirming that
the project was likely to add new perspectives in
the study. Table 3 depicts the characteristics of
the case study companies and the projects. The
companies wished to remain anonymous.

4.1. Case 1 – Software Vendor’s Tool
project

Software Vendor is a software producing company
of about one hundred and fifty people. Its main
line of business consists of selling consultancy and
support services as well as software products to
businesses. The company is global and has offices
in several countries. In this study the Software
Vendor’s Tool project, which aimed to produce
an application development tool, was analysed.

While the overall project was strictly planned
beforehand, the actual development work was di-
vided into sprints. The development work started
with a prototype version in which technical chal-
lenges were studied. The Product Owner and
Project Manager were named to the project
already in the prototype phase. The Product
Owner was responsible for creating a design doc-
ument for the product, whereas the Project Man-
ager, based on the design document, was respon-
sible for crafting a timetable and cost estimates.
Initially, the project was designed to take three
months with a team of four people. Based on the
estimate and design document, top management
approved and started the project.

The Tool project overran its schedule and
budget by over 200%. However, the project deliv-
ered the planned scope and the Senior Business
Manager reports that the outcome of the project
met his expectations and he attributes the over-
runs to estimation error and project performance
related issues.

4.2. Case 2 – service provider’s
operational control system project

Service Provider is a large software producing
company with thousands of employees, providing
tailor-made and package software, and consul-
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tancy services for businesses in various sectors.
The company has premises in several countries.
For the purpose of this research the Operational
Control System project by Service Provider that
aims to produce custom software for a long-term
customer was studied. The Operational Control
System is used for reporting and analysing pro-
cess control data.

The project followed a Waterfall-like soft-
ware development process. The first stage of the
project was requirement elicitation and analysis.
After the specification was approved, the project
was estimated. The estimation was made by de-
velopers and testers, led by the project manager,
who had the overall responsibility of the cost
estimate. The estimate was a result of expert
estimates, placed into a software tool specifically
tailored for the application area.

The project was planned according to cer-
tain restrictions: the budget and the timetable
was fixed. The development started when the
customer and the vendor had agreed upon the
scope. There was a small number of unknown
features that needed further elaboration. The
development work continued straightforwardly
from design through implementation and testing
to delivery. The duration and effort of the project
was 10 months and 600 man-days, respectively.
Regardless of a significant rescoping during the
project, it concluded under budget and on sched-
ule with good customer satisfaction.

4.3. Case 3 – Tech Giant’s network
management system project

Tech Giant is a large company selling products
with software to global business-to-business mar-
kets. The company has tens of thousands of em-
ployees around the world. The Network Manage-
ment System project of Tech Giant was analysed
in this research. The project produced a new
release of a tool for managing the network. The
Network Management System has been in use
for several years.

The project was a part of a continuous de-
velopment cycle involving just under 100 people.
A new release of the system is developed every
three months. The development methodology it

used was based on Scrum with two week sprints.
The development teams were distributed over
several locations. The cost estimation was con-
ducted in two phases: firstly, rough planning
for the whole three month release in the prod-
uct management function. Secondly, the backlog
items were estimated in the Scrum teams, the
main responsible being the program manager.
The estimate for the whole release was based
on historical data about certain parts and the
estimates for those parts were prepared by re-
quirement engineers. The backlog items were
estimated by using an expert estimation. The
project concluded successfully and delivered over
85% of the planned scope, which is the goal for
all releases.

5. Case study design

The question of how the organisational phenom-
ena (RQ1) and specifically the actions of top
management (RQ2) affect SCE are investigated
through three case studies. Since this study deals
with contemporary phenomena in a real-world
context – over which the researcher has little
or no control – the case studies were chosen as
a suitable research approach [59]. This study is
exploratory, discovering what is happening, seek-
ing new ideas and generating hypotheses and
research areas [60]. The research uses a multiple
case study design and replication logic [59]. The
richness of the information is maximised by us-
ing both exemplary and average organisations
as cases [61]. The unit of analysis is a single
software cost estimate. The study focuses on the
experiences gained during the preparation of the
cost estimate and the related software process.

To facilitate the identification of organisa-
tional phenomena, it was decided to utilise the
concept of maturity. Software process maturity is
the extent to which a specific process is explicitly
defined, managed, measured, controlled and ef-
fective [62]. Paulk et al. [62] argue that maturity
implies the potential for growth in capability
and indicates both the richness of an organisa-
tion’s process and the consistency with which
it is applied in projects. Furthermore, mature
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organisations provide training for processes and
the processes are monitored and improved. In
general, the concept of maturity measures organ-
isational capability, culture and consistency in
a holistic way, thus it can be expected to usefully
facilitate the discovery of organisational phenom-
ena. Thus the maturity of SCE and software
processes are assessed for this study.

5.1. Instrumentation of SCE maturity

To assess the maturity level of SCE in an organ-
isation, the definition of an ideal SCE procedure
was developed, it covered its most important
aspects as identified in [13]:
1. The use of an estimation methodology:

A clearly defined, established estimation
methodology is used to produce the estimate,
instead of making presumptions.

2. Proper communication of the estimate: The
assumptions, accuracy and intended use of an
estimate are communicated as part of the es-
timate, instead of being presented as a figure
lacking further explanation.

3. Planned re-estimation: An estimate is im-
proved systematically when information
about the assumptions behind an estimate is
increased and updated after the initial esti-
mate.

4. The use of a documented estimation proce-
dure: A documented procedure for producing
and communicating an estimate is followed,
instead of an ad-hoc procedure.
If the above-mentioned areas of SCE are prop-

erly covered, the estimation process should avoid
many of the worst pitfalls and the outcome will
have a fair chance of being useful for project
control. As demonstrated by Lederer and Prasad
[63], using guessing or intuition as an estimation
methodology is connected to budget and sched-
ule overruns. Also, the accuracy of an estimate
increases as a project progresses [64,65], which
encourages the re-estimation and good commu-
nication of an estimate. In addition, one poorly
estimated aspect can become an anchor and may
contaminate a whole project’s estimate [66,67].
Furthermore, a documented estimation proce-
dure protects organisations from poor estima-

tion practices and promotes good practices [13].
Standardised procedures have also been found
to improve the results in PM [19, 68], specifi-
cally in software development [15, 69]. Thus, if
an estimate is the result of a rigorous procedure
covering the above mentioned aspects, it is more
likely to be useful.

5.2. Instrumentation of process maturity

In order to ensure that the relevant phenomena
are discovered, the scope of this investigation
will be extended outside the actual SCE and as-
sess the maturity of the software processes in the
studied organisations by using the Capability Ma-
turity Model (CMM) [62]. The CMM establishes
a set of publicly available criteria describing the
characteristics of mature organisations. CMM
presents the process maturity of an organisation
in a scale from 1 (low maturity) to 5 (high ma-
turity). For the CMM assessment the general
characterisations of maturity levels presented by
Paulk et al. and [62, pp. 9–14] key software pro-
cess area goals [62, pp. 59–64] are used. Together,
the CMM characteristics and goals cover a wide
range of process areas, so it is probable that
reviewing these items will facilitate the discovery
of organisational factors affecting SCE, helping
to answer RQ1 and RQ2. While CMM is rather
old, it still describes well the relevant properties
and mechanisms of an organisation, making it
a relevant tool for discovering phenomena in the
organisational context.

Higher maturity organisations have been
found to perform better in software development
[70,71]. The maturity assessment is also related
to process areas rather than to techniques, to
what rather than to how, making it agnostic to
any specific development methodology. There-
fore, the software development and estimation
maturities are relevant to the discussion of organ-
isational phenomena. The CMM is also specifi-
cally intended to be used for software process as-
sessment and software capability evaluations [62].

The CMM evaluation for the case study com-
panies was made by the researchers during the
interviews and documentation review. We would
like to point out that we followed good audit-
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Table 4. Interviewees and their role in the projects

Software Vendor Service Provider Tech Giant
Product Owner (key informant) Project Manager (key informant) Program Manager (key infor-

mant)
Senior Business Manager Business Manager Line Manager
Senior Technology Manager Testing Manager Senior Manager
Project Manager Requirements Engineer Requirements Engineer

Software Developer Head of Product Management
Head of Programs

ing practices and the main author had over five
years of experience of auditing and holds an ISO
9001:2008 Lead Auditor certificate. Therefore, we
believe that the CMM requirements conformance
evaluations conducted as part of the research
are valid and we gained a good overall under-
standing of an organisation’s CMM level, even
though the focus was still primarily on SCE. In
this study the main interest were SCE related
topics and CMM acted only as a facilitating
instrument.

5.3. Subject selection

The subject sampling strategy was to interview
the management and representatives about other
roles related to the case projects. In total 15
people were interviewed in 18 interviews (key
informants were interviewed twice), as presented
in Table 4. All participants attended interviews
voluntarily and anonymously and the collected
data is treated confidentially.

5.4. Data collection procedures

The data for this study was collected within seven
weeks. The primary data collection methods were
semi-structured interviews [60] and a review of
documentation. In total 15 people were inter-
viewed and 18 documents reviewed. The docu-
ments included typical project documentation,
such as cost estimates, project plans, meeting
minutes and status reports, to gain a better un-
derstanding of the procedures and SCE methods
used. The case studies were completed one at
a time to allow the reflection and refinement of
the research and interview questions [72]. All the
interviews (but not key informant interviews)

related to a single case study were conducted
on the same day, with the exception of one in-
terview for the last case study. Each interview
lasted approximately one hour. Each interview
day was preceded by a key informant interview
day during which background information about
the case was collected from a person in a central
role in the case study area. The key informant
interviews addressed the following topics:
1. Project background, size, status and success.
2. Project team members and their roles.
3. Estimation methodology and success.
4. Software development methodology.
5. Software process maturity, capabilities and

track record.
The semi-structured interviews were based

on a predefined list of questions. Any interest-
ing facts and observations that were mentioned
led to additional questions being asked on that
subject. The interview instrument was developed
by three researchers and adapted slightly for the
individual case studies. All the interviews were
conducted by two researchers, who interviewed
one subject at a time. The interview instrument
is provided in Appendix A, it consists of the
following main areas:
1. Introduction.
2. Personal, team and project background.
3. Current state of SCE in the organisation.
4. Experiences of the organisational phenomena

affecting SCE.
5. Ending (uncovered topics).

5.5. Data analysis procedures

The primary steps for deriving conclusions from
the experiences of the study subjects included
1) semi-structured interviews, which were sound
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recorded, 2) collection of documentation, 3) tran-
scription of the interviews, 4) the coding of tran-
scripts and documents, 5) grouping the coded
pieces of text, and 6) making conclusions. The
NVivo 10 application was used for aiding the
process, and special care was taken to maintain
a clear chain of evidence. The overall process of
analysis was conducted as outlined by [73].

During the coding phase, each interview tran-
script and collected document was reviewed state-
ment by statement, and statements containing
information about organisational factors (RQ1)
or top management participation (RQ2) were as-
signed a code representing the findings category.
After that, readily coded main categories were
reviewed statement by statement to identify sub-
categories. The subcategories were also identified
from the original transcripts. After a couple of
iterations, the subcategories emerged from these
two approaches. The performed analysis was of
the inductive type, meaning that the patterns
and categories of the analysis come from the
data, instead of being pre-defined. Themes that
were often raised in the interviews were identi-
fied and coded. The application used for coding
(NVivo 10) maintained the evidence trail from
the coded pieces of text back to the documents,
transcripts and interviewees automatically. The
coding of the texts was primarily conducted by
one of the researchers. Another researcher con-
ducted a shorter coding of the data, with fewer
iterations, independently, to validate the results
of the coding. Any differences were discussed
and resolved, and the categorisation was refined.
The final categorisation formed a structure for
reporting the findings of the study.

After the coding of the data, the coded state-
ments were grouped together to form initial hy-
pothesis, or candidates, for conclusions. The pro-
cess progressed iteratively, and was, once again,
conducted primarily by one of the researchers,
while another researcher conducted an indepen-
dent analysis with fewer iterations to validate
and refine the results. After a certain number
of iterations, and until the end of analysis, the
analysis of the statements was conducted by two
researchers together. The other two researchers
reviewed and validated the results. During the

process of forming a hypothesis, interviewees
were asked clarifying or additional questions,
where deemed necessary, to resolve any unclar-
ities and to provide additional confidence for
the hypothesis. The traceability was secured by
marking all statements used for forming the hy-
pothesis with identification codes, enabling back
tracing to the coded statements.

In addition to the interview data and docu-
mentation, the researchers’ memos written dur-
ing the interviews were used as information
sources and as part of the data analysis. The
collected project documentation provided mostly
background data for the case projects, and to
some extent, information regarding top manage-
ment’s participation in different phases of the
projects. From the organisational context point
of view, the documentation provided some infor-
mation about the software process and related
decision making. The role of the collected doc-
umentation was mostly to provide background
information and to support statements made by
the interviewees.

5.6. Validity procedures

The qualitative case study methodology involves
the researchers themselves as the instrument of
the research, which poses a risk that the results
are biased by the researchers’ subjective opinions.
More generally speaking, Robson [60] identified
three types of threats to validity: reactivity, re-
searcher bias and respondent bias. Reactivity
means that the presence of the researcher may in-
fluence the study, and particularly the behaviour
of the study objects. Researcher bias refers to
the preconceptions of the researcher, which may
influence how questions are asked and answers
are interpreted. Finally, respondent bias origi-
nates from the respondents’ attitudes towards
the research, which may lead, for example to
withholding information or giving answers the
respondents think the researcher is looking for.

Because of the researcher related threat to va-
lidity, a discussion of the effects of the involvement
of particular researchers is appropriate [60]. The
main author of this article has been involved in
professional software development since 1996, in-
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cluding companies from start-ups to international
giant corporations. Additionally, he has been con-
ducting academic research within the area of SCE
since 2012, holds an ISO 9001:2008 Lead Auditor
certificate, and has over seven years of experience
of quality management system audits. The other
authors are from academia, having their main
focus in software process, software development
methodologies and software economy. Together
they have published hundreds of research papers,
and used different methodologies extensively in
their research, including qualitative case studies.

The reactivity, researcher bias and respon-
dent bias threats to the validity of the study
were addressed through six strategies provided by
[60]: prolonged involvement, triangulation, peer
debriefing, member checking, negative case anal-
ysis and audit trail. The summary of the taken
countermeasures to negate the validity threats
are summarised below:
Prolonged involvement: While the study ob-

servations were completed during a short pe-
riod of time, all the researchers had followed
the case study companies for at least two
years and were intimately aware of recent
developments in the software development
methodologies being used. All case organisa-
tions had participated in a national research
programme, Need4Speed (www.n4s.fi), en-
abling the confidential sharing of informa-
tion between the organisations and the re-
searchers.

Data source triangulation: Multiple data
sources were used, including interviews with
persons in different roles, project documenta-
tion and informal observations.

Observer triangulation: Interviews were con-
ducted by two researchers together. This also
reduced the strain caused by conducting up
to six interviews during one day. Additionally,
the interviewees had a short break before each
interview, and a longer break in the middle
of the day. Important analysis steps were con-
ducted by two researchers independently, and
emerging issues were discussed and refined.

Methodological triangulation: The data
analysis included qualitative interviews and
the analysis of project documentation.

Theory triangulation: Several perspectives
were considered for interpreting the results,
including the perspectives of the subjects,
researchers and other peer group members.

Peer debriefing: Peers, including practitioners
and researchers, reviewed the research in dif-
ferent research phases. One research paper
based on the conducted research has already
been published [17]. The results of this re-
search have been reviewed by the Need4Speed
research programme steering group.

Member checking: Interviewees reviewed
both transcripts and analysis, providing feed-
back and commentary.

Negative case analysis: Elements that seemed
to contradict the conclusions of the analysis
were identified and alternative explanations
discussed.

Audit trail: Strict scrutiny was practiced to
maintain a clear audit trail from data collec-
tion to the final conclusions. All interviews,
transcripts, codings and other analysis are
archived.
Considering that this study is based on three

projects, exploratory of nature, and that the
study topic has not been widely explored prior
to this study, generalizability of results is low.
However, the study consists of three case compa-
nies and 15 interviewees with different roles, and
it provides in-depth findings and detailed infor-
mation of the study itself. Thus, transferability
of the study should be fair, although case studies
are always coloured by their specific context.

6. Results

The following sections present the findings re-
lated to organisational phenomena (RQ1) and
top management actions (RQ2) affecting SCE.
The findings are divided into four main cate-
gories (the role of management, communication,
process maturity and attitudes) that were found
in the analysis and classification of the results
by the authors. Additionally, the main categories
are divided into subsections as appropriate. The
main observations related to the second research
question are located in Section 6.1 whereas the
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Table 5. Summary of management role findings

Case 1 Case 2 Case 3
Company Software Vendor Service Provider Tech Giant
Project Tool Operational Control System Network Management Sys-

tem
Estimate
purpose

Ensuring the resources,
scope and schedule balance,
ensuring the minimum
viable scope and fast
delivery

Preparing an offer for a cus-
tomer

Ensuring the resources,
scope and schedule balance

Participation
in estimation

The project plan contain-
ing the estimate studied at
a summary level, manage-
ment not aware of the esti-
mation practices

The estimate reviewed on
a summary level, manage-
ment aware of the estima-
tion practices, the project
manager scrutinized the es-
timate

The estimate reviewed on
a summary level, manage-
ment not aware of the esti-
mation practices, the prod-
uct owner scrutinized the es-
timate

Resource
provisioning

Estimators had enough time
for preparing the estimate,
prototypes used for support-
ing estimation

Estimators had enough time
for preparing the estimate

Estimators wished to have
more time, prototypes used
for supporting estimation

Demonstrated
importance

Estimates considered as im-
portant, confirmed by inter-
viewees

Estimates considered as im-
portant, confirmed by inter-
viewees, importance linked
to customer promises

Estimates considered as im-
portant, confirmed by inter-
viewees, importance linked
to customer promises

Goal setting Goals perceived as realistic,
realism pursued, no support
for realism from historical
data, clear expectations of
the scope and schedule, pres-
sure to fit the estimate to
expectations

Goals perceived as realis-
tic, realism pursued, hun-
dreds of annually delivered
projects supported realism

Goals perceived as realistic,
realism pursued, four annual
releases for the same prod-
uct supported realism

Other No shared project vision

sections 6.2–6.3 contribute the first research ques-
tion.

6.1. Management role

Findings related to the management’s role are
presented in the following sections. Table 5 sum-
marises the findings.

6.1.1. Estimate visibility and purpose

In Case 1, the Tool project, Senior Business Man-
ager studied the project plan containing the es-
timate considering the strategic importance of
the project to the company. In Case 2, the Op-
erational Control System project, the business
manager responsible for the important customer

relationship reviewed the estimate. Practically,
the visibility of the estimate correlated with the
ownership of the project and the daily involve-
ment of the managers with the project domain.
There was no visibility of the estimate beyond
the review as the project was no longer part of
the manager’s daily responsibilities. In Case 3,
the Network Management System project, the
most senior manager aware of the estimate was
the manager of the whole product family. There
are roughly 1,000 experts involved in the sys-
tem development, so the estimate was visible to
relatively senior managers.

In Case 2, the estimate was used for preparing
an offer for a customer and planning the project,
while in Case 1 and Case 3, the managers re-
ported that they needed the estimate to ensure
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that the resources, scope and schedule were in
balance with each other. In Case 1, the Senior
Business Manager reported that the estimate was
needed to ensure the project scope was the mini-
mum viable and that the project would deliver
the results as soon as possible.

6.1.2. Participation in estimation

None of the managers studied the estimate in
detail. In Case 1, the Senior Business Manager
reviewed the estimate only as part of the project
plan. In Case 2 and Case 3, the managers re-
viewed the estimates on a summary level. None
of the managers participated in the estimation
work, and the managers in Case 1 and Case 3
were not aware of the estimation practices. In
Case 2, the manager was aware of the practices
because cooperation with the customer was said
to be very intense; the customer wanted to dis-
cuss processes related to daily cooperation. While
the managers were not involved in estimation on
a practical level, the managers in cases 2 and 3
stated that they challenged the estimate when
necessary. Also, in these two cases, the Project
Manager and Product Owner, respectively, scru-
tinized the estimate. An awareness of such scruti-
nizing allowed the managers to have greater trust
in the estimate. That is, there was no need for
them to personally study the estimate in detail.

6.1.3. Resource provisioning

In Case 1 and Case 2, the Tool and Operational
Control System projects, the estimators reported
that they had enough time to prepare the esti-
mates. In Case 3, the Network Management Sys-
tem project, the estimators wished to have more
time. However, although the estimation work was
very time consuming and complex, when consid-
ering the previous good results, the time reserved
for estimation seems to have been reasonable.
The perceived lack of time was connected to the
complexity and size of the estimation domain.
Also, an estimator in Case 3 wondered whether
additional time would actually improve the esti-
mates. In Case 1 and Case 3, building prototypes
was also used as a method for acquiring addi-

tional information to use for estimation, which
supported the idea that management provided
adequate resources for the estimation work.

6.1.4. Demonstrated importance

In all cases the projects had strong support
from management, and the managers empha-
sized the importance of the estimates. In Case 2
and Case 3, the estimate was strongly linked to
keeping the promises given to customers. All the
interviewees concurred that management consid-
ered the estimates to be of high importance.

6.1.5. Goal setting

All interviewees reported that the project goals
seemed realistic and achievable at the beginning
of the project, and that everybody pursued re-
alistic estimates. In Case 2, Service Provider
delivers hundreds of projects yearly, while in
Case 3, Network Management System has four
releases per year, thus its management is likely
to have a realistic picture of its organisational
performance. This probably also supports the
setting of realistic and achievable goals for re-
leases and projects. In Case 1, the Tool project
was using a new development methodology for
the first time, meaning relevant historical data
about the process performance was lacking and
goal setting was unsupported.

In Case 1, Senior Business Manager expressed
the strategic importance of the project, which he
had initiated personally, prior to the estimation.
Also a roadmap vision, which presented a release
date, had been communicated for the product.
Furthermore, the scope of the project was con-
sidered to be the minimum viable, meaning that
the scope could not be reduced. As a result, the
estimator was facing a situation in which both
the scope and schedule were effectively set, which
is always a challenging situation from project
planning point of view. The estimator describes
having perceived pressure to fit the estimate to
these expectations and having started to doubt
the estimates when they did not match initial ex-
pectations. Case 1, the Tool project, thus seems
to have experienced the anchoring phenomena
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[66, 67], i.e. the estimate is affected by an ex-
pressed starting point. However, Senior Business
Manager of Case 1 points out that flexibility in
resources and schedule was emphasised prior to
estimation.

6.1.6. Provided direction

The interviewees in Case 1 report that there were
different expectations for its outcome: Senior
Business Manager expected a strong commercial
product, while others were building a pre-version,
which would contain the full scope of features but
not on the quality level expected of a commer-
cial product. The expectation of the rest of the
team was that the quality issue would have to
be addressed in the next version of the product.
This difference in the expectations was probably
a significant source of estimation error. Actions
for error detection and customer feedback collec-
tion add to the amount of work required, as do
fixing bugs and improving functionalities based
on customer feedback.

6.2. Communication

The role of the written documents, as required
by the processes, was significant in Case 1 and
Case 2, which followed Waterfall-like develop-
ment methods. The projects had significantly
invested in preparing the documents on which
the estimates were heavily reliant. Interviewees
from both projects reported that the documents
were detailed and of high quality. Also the Net-
work Management System team in Case 3 used
documentation as part of its estimation but – as
is typical of agile development – it did not have
an official role. The documents were prepared on
demand when necessary, including pre-studies,
memos, presentations and user stories. In ad-
dition to the documents, Software Vendor in
Case 1 had developed a prototype to get more
information on the application area. Prototypes
are artefacts, which are likely to support suc-
cessful estimation because they contain signif-
icant amounts of relevant information on the
estimated application area and answer many
questions relevant to estimation [74]. Tech Giant

in Case 3 also reports that it occasionally uses
prototypes, while the Business Manager from
Service Provider adds that prototypes would be
useful but are not utilised at the moment.

While the interviewees recognised the impor-
tance of the written documents, all the inter-
viewees in Case 2 and Case 3 emphasised that
the process of preparing an estimate is more im-
portant than the result itself. The Requirements
Engineer and the Project Manager in Case 3
describe the importance of mutual understand-
ing, and all reported that truly understanding
each other’s needs is crucial. The Requirements
Engineer pointed out that estimates become ever
more reliable through discussions and said that
he is satisfied when all the questions are answered.
The Requirements Engineer also highlighted the
fact that working together provides confidence
in each other. Group estimation sessions were
used regularly in both Case 2 and Case 3. The
Senior Manager in Case 3 concluded that a good
estimate is based on good skills in preparing
the specifications and having a broad knowledge
about the application area and software devel-
opment – the majority of the Network Manage-
ment System project team members in Case 3
had worked on the product for five or more years.
Communication seems to be central to estimation
in Case 3 because issues like multiple locations
and time zones hindering estimation were men-
tioned. Agile grooming was also mentioned as
an important forum for estimation and related
communication.

In Case 2, the Project Manager and Testing
Manager reported that good cooperation and fact
based communication with customers supported
estimation. They also emphasised the role of feed-
back. The interviewees at Case 2 described team
members as competent in their area of expertise,
stating that estimates were prepared together to
a large extent. The Testing Manager added that
the atmosphere was open in general. Peer esti-
mation was used on both the programming and
PM level. The Project Manager stated that being
able to receive consultation or a peer review from
another project manager is more important than
using information systems to support estimation.
The Business Manager added that the project’s
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estimation succeeded because they understood
the customer’s needs. The Software Developer
expanded on that by saying the estimation suc-
ceeded because all the details relevant to the
case were found. The Testing Manager described
an estimation as meaningful if the right experts
were consulted and involved in discussions.

In Case 1, the communication relied more on
the documentation. The project manager who
prepared the estimate described it as being stored
on a shared folder, although no feedback was
received. The estimate was based on a design
document, which was prepared by the Product
Owner. The Project Manager revealed that there
had been some discussions with the Product
Owner to scope down certain features but the
Product Owner and the Senior Technical Man-
ager reported that the estimate had not been
challenged at any phase. However, they both
stated that they had been sceptical about the
estimate but could not point out exactly where
the problems resided, and therefore did not raise
their reservations. In general, the interviewees
reported very few occasions when the estimate
would have been discussed. The communication
relied mostly on documents prepared by individ-
uals. However, the Senior Technical Manager and
Product Owner reported that the atmosphere
was open and there was no pressure not to discuss
a topic.

6.3. Process maturity

6.3.1. Estimation maturity

All of the case study companies had a docu-
mented software process describing how estima-
tion was related to the whole and which docu-
ments were required, but only Service Provider
in Case 2 had a written procedure for the estima-
tion itself. However, Tech Giant in Case 3 had
established estimation procedures, although not
documented. Service Provider (Case 2) and Tech
Giant (Case 3) had used the same practices for
several years, whereas this was the first time for
Software Vendor (Case 1) using the estimation
procedure in question. The interviewees at Tech
Giant and Service Provider reported that they

had a history of making successful estimates,
while the interviewees at Software Vendor stated
that they tend to underestimate and have a poor
track record in estimation.

The progress of the project was monitored
from the estimation point of view in all case
projects. In Case 1, the estimate was presented
as a single point estimate. In Case 2, the esti-
mate was presented as a range, consisting of an
optimistic, pessimistic and nominal scenario. In
Case 3, the target was to deliver at least 85% of
the nominal estimate, which can also be seen as
a range. The actual project team was more or
less known in all projects at the time of estima-
tion. The interviewees in Cases 2 and 3 report
that the general estimation capabilities are good,
emphasising the importance of professional com-
petence in estimation. The interviewees in Case 1
reported that their estimation capabilities and
experience are low. There has also been training
related to estimation practices in Case 2 and
Case 3. In Case 2, at Service Provider, there
was a named person who was responsible for
developing estimation practices, which was not
the case at the other two companies.

Applying the CMM scale from 1 (low matu-
rity) to 5 (high maturity) and related behavioural
characteristics [62, pp. 9–14] to SCE maturity,
Service Provider (Case 2) was assessed as be-
ing on the highest level, level 5. Their estima-
tion procedures produce reliable results, which
are adjusted to specific application areas and
technologies and there is systematic work to
improve estimation practices. According to our
assessment, Tech Giant (Case 3) is on level 4,
meaning that while there is room for improve-
ment, the standard processes are defined and
established and produce reliable results. Finally,
Software Vendor (Case 1) is on level 2, meaning
that the processes are defined and may support
the production of consistent results. However, in
practice, the process discipline was low and the
defined practices cannot be applied in real-world
situations consistently and successfully.

Table 6 summarises the findings on the SCE
procedures used in our case projects; categorised
according to the SCE capability criteria defined in
Section 4.2. The SCE maturity, when set against
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Table 6. Summary of SCE capability findings

Case 1 Case 2 Case 3
Company Software Vendor Service Provider Tech Giant
Project Tool Operational Control Network Management

System
Use of an estimation
methodology

(−) No defined standard
practice

(+) Work break-down,
historical data, software
tool

(+) Agile grooming,
work break-down,
historical data

Proper communication (+) Assumptions pre-
sented
(−) Single point

(+) Assumptions pre-
sented, range

(+) Assumptions pre-
sented, range

Re-estimation and
follow-up

(+) Regular follow-up (+) Regular follow-up (+) Regular follow-up

Documented estimation
procedure

(−) No documented or
established procedure

(+) Documented proce-
dure adjusted for the ap-
plication area, improved
continuously

(+) Established, but (−)
Not documented

Other (−) Short experience,
low competence, poor
track record

(+) Long experience,
high competence, good
track record

(+) Long experience,
high competence, good
track record

the criteria in Table 5, seems to correlate well
with the CMM maturity levels and the related
behavioural characteristics: Service Provider and
Tech Giant have practices in place for repeat-
ing processes and gaining predictable results.
This issue will be discussed more in Section 6.1.
There was no standard practices that support the
development of consistency at Software Vendor.

6.3.2. Software process maturity

In Case 1, the process used for Tool was relatively
new, implemented in the first half of 2014, and
was followed by an organisational change in the
second half of 2014. The company was adopting
Scrum methodology and abandoning the process
used in the case project. The Senior Technical
Manager of the company said that the primary
focus has always been on programming at the
cost of other things, such as leadership and PM.
The interviewees also referred to similar overruns
in projects resembling Tool.

In Case 2, the project manager reported that
they deliver hundreds of projects yearly using the
same delivery process as used in the case project.
The processes are stable and under constant devel-
opment. According to the Project Manager and
Business Manager, the results have been generally

good, which was also true of the case project.
There was also a training related to the different
aspects of the software project delivery model.

Also, Tech Giant in Case 3 has used the
current Scrum based process for approximately
seven years. According to the Line Manager, the
process was under constant development, which
was supported by comments from other inter-
viewees. However, the two representatives from
product management report that there is still
much room for improvement, especially regarding
the basing of estimates on current data instead of
historical data and the managing of dependencies.
Regardless of the pointers for improvement, the
product management representative, and other
interviewees, described the overall software de-
velopment performance as good.

To recapitulate, according to our assessment
of the overall software process maturity, Software
Vendor (Case 1), Service Provider (Case 2) and
Tech Giant (Case 3) are on the CMM levels 2, 5
and 4, respectively. A summary of the assessment
findings is presented in Appendix B.

6.3.3. Attitudes

All the interviewees in this study recognised the
importance of estimation. The reasons for the

System
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experienced importance varied. In Case 3, the Se-
nior Manager argued that estimation facilitates
the planning process before the actual work, con-
necting work to reality. In Case 1, the Project
Manager stated that estimation is important
from the planning perspective and the Testing
Manager in Case 2 concurred. Nevertheless, es-
timation was experienced as a high importance
one. In all case projects, the project manager
had the overall responsibility for preparing the
estimate. All of the project managers reported
that their commitment to the estimate was high.

In Case 1, the general attitudes towards es-
timation were negative. For example the Se-
nior Technical Manager, Project Manager and
Product Owner argued that estimates were not
trusted because they were likely to fail. The
Senior Technical Manager stated that people
were indifferent to the estimates because the
usual reaction to overruns was just to continue
the project. The Project Manager reported that
he did not like giving an estimate and was
afraid that the estimate would be interpreted
as a commitment. During the re-estimation of
the functionalities, the Project Manager de-
scribed having given upper-bound estimates due
to the high level of uncertainty, which also
led to the implementation team’s reluctance
to estimate.

In Case 2, the Customer Manager describes
the general attitude towards estimation as good
and all the other interviewees agreed, reporting
that estimation was a meaningful and motivating
task. However, the Testing Manager and Software
Developer report that when they are asked for
quick and rough estimates, the work does not
feel meaningful. They felt that some experts in
their company, at Service Provider, take estima-
tion too lightly, not necessarily recognising it as
demanding and important work, although the
importance of an estimate is understood by all.
The Project Manager commented that estimates
are sometimes given reluctantly because they are
then interpreted as commitments. The Require-
ments Engineer reported that estimation was not
necessarily a pleasant task due to its difficulty.
However, the interviewees agreed that estimation
generally worked well.

In Case 3, the Requirements Engineer and
Project Manager stated that estimation was not
a pleasant task, though the discussions are seen
as meaningful and relevant. Like the two in-
terviewees in the Operational Control System
project, the Requirement Engineer in the Network
Management System project said making quick,
rough estimates was not motivating. The Line
Manager noted that estimators may be afraid
that the estimates may not be as desired or
that inaccurate estimates will lead to re-planning
and corrective actions in the later phases of
a project. Estimating was seen as an onerous
responsibility. The Senior Manager commented
that the development organisation should improve
their estimation practices in order to improve
the accuracy.

7. Discussion

The following Section 7.1 presents the key find-
ings of this study. The remainder of this sec-
tion will present the academic (Section 7.2) and
practical implications (Section 7.3) of this study,
addressing the study’s limitations and giving
pointers for future research (Section 7.4).

7.1. Key findings

This study focused on gaining insight into top
management’s role in SCE and discovering or-
ganisational phenomena that either support or
hinder successful SCE. There were two main re-
search questions: (RQ1) What are the real-world
organisational factors that either support or hin-
der the creation of a meaningful software cost
estimate? (RQ2) What is the impact of top man-
agement in either supporting or hindering soft-
ware cost estimation practices?

The primary findings of the study are sum-
marised in Table 7. It was demonstrated that
communication, attitudes and process matu-
rity seem to support and hinder the creation
of meaningful SCE (RQ1). Furthermore, top
management’s support and realism were found
to support the results of SCE, although an-
choring and the lack of a shared project vi-
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Table 7. Summary of findings from the case projects by category

Case 1 Case 2 Case 3
Company Software Vendor Service Provider Tech Giant

Project Tool Operational Control
System

Network Management
System

Outcome Challenged Success Success
Management
role

(+) Strong support, realism
pursued, enough resources
(−) Anchoring, no shared
project vision

(+) Strong support, realism
pursued, enough resources

(+) Strong support, realism
pursued, enough resources

Communication (+) Detailed plans and
specifications, prototype
(−) Estimate prepared by
one person, lack of discus-
sions and cooperation

(+) Detailed plans and
specifications, mutual un-
derstanding and insight
pursued, cooperation in-
tensive process, expertise
and competence empha-
sised, shared project vision

(+) Aide memoir documen-
tation, mutual understand-
ing and insight pursued, co-
operation intensive process,
expertise and competence
emphasised, shared project
vision

Process
maturity

(+) Documented software
process, regular follow-up
(−) No documented estima-
tion procedure, non-estab-
lished processes, no continu-
ous improvement, no train-
ing arranged, low estima-
tion experience and com-
petence, no historical data
used

(+) Documented software
process, documented esti-
mation procedure, estab-
lished processes, continuous
improvement, training, his-
torical success, high estima-
tion experience and compe-
tence, estimate as a range,
regular follow-up

(+) Documented software
process, established pro-
cesses, continuous improve-
ment, training, historical
success, high estimation ex-
perience and competence,
estimate as a range, regular
follow-up
(−) No documented estima-
tion procedure

Attitudes (+) Importance recognised
(+) Project manager com-
mitment high
(−) Generally not pleas-
ant, generally negative at-
titudes, indifference to fail-
ure, reluctance

(+) Importance recognised,
estimation regarded as
meaningful and motivating,
general opinion that
estimation works well
(+) Project manager
commitment high
(−) Quick, rough estimates
not motivating, sometimes
unpleasant because of diffi-
culty, some people do not
recognise its seriousness,
estimates interpreted as
commitments

(+) Importance recognised,
discussions regarded as
meaningful and motivating,
general opinion that estima-
tion works well
(+) Project manager com-
mitment high
(−) Generally not pleasant,
quick, rough estimates not
motivating, estimates in-
terpreted as commitments,
fear of failure, some reluc-
tance

sion were found to hinder SCE (RQ2). Fi-
nally, many of the factors affecting SCE,
such as communication, providing resources
and shared vision, have been found to affect
project execution as well. This overlap is nat-
ural, since both SCE and project execution
are inseparable parts of a software project.
Our study, however, focuses on SCE influences,
and presents evidence on factors affecting SCE
specifically.

7.2. Implications for theory

It has been argued that only a very few papers
examine the organisational context of SCE and
how its methodologies are applied in real-world
situations [14]. According to Jørgensen and Shep-
perd [14], the basic problems experienced by
software companies in relation to SCE are not
technical. Hence, this paper has specifically fo-
cused on the organisational context related to
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SCE and in increasing the understanding of the
prerequisites for meaningful SCE. This paper
also demonstrates that SCE research remains
focused on technical issues, while the focus of
PM research has undergone a major shift from
a technical to a managerial focus.

The primary finding of this study is that there
seems to be a connection between the software
process maturity, estimation maturity and es-
timation success. The maturity as a construct
consists of several factors. This study did not
identify individual significant organisational fac-
tors, which alone would make estimation suc-
cessful. The connection between the maturity
and estimation success suggests that successful
estimation is a sum of several factors, such as
communication, competence, experience and at-
titudes.

The more specific results from this study show
that commonly used estimation techniques, WBS
and expert estimation, can produce good results,
if the overall project management and software
practices are established and produce consistent
results. This paper also suggests that commu-
nication is an important factor in the scope of
SCE. Furthermore, the findings suggest that SCE
should not set any specific requirements for top
management, other than that they should carry
out their basic responsibilities effectively and
avoid the harmful anchoring of estimates.

The finding of this study also correlate well
with the previous studies in the area of organ-
isational context and human factors. From the
organisational context point of view, Magazi-
novic and Pernstål [10] researched causes for
estimation error, also validating results of Led-
erer and Prasad’s [75] earlier study. They found
that management goals affect the results of esti-
mation. This seemed to happen also in Case 1 of
this study. Also, in the same study, they found
that unclear requirements are a source for esti-
mation error, and that organisations do not have
guidelines for conducting cost estimation. Case 1
suffered from unclear requirements, and Case 1
and Case 3 did not have guidelines for estima-
tion. Furthermore, Magazinius, Börjesson and
Feldt [9] found that personal agenda, manage-
ment pressure and attempt to avoid re-estimation

may affect the estimate. This seemed to be
the case also in the Tool project of this study.
The promotion of the project [76] may also ex-
plain parts of the tight target setting for the
Tool project.

Cognitive bias is another non-technical topic
related to SCE, which has gained attention re-
cently. While the primary focus here was in the
organisational context, it was discovered the pres-
ence of anchoring [66] in Case 1. There also
seemed to be, at least to some extent, an at-
titudinal tendency in all cases to find hindrances
for estimation outside the respondent’s direct
influence, corresponding with [77].

Based on the results presented above, this
paper supports the assumption that the esti-
mation challenges experienced in companies are
not only technical, but are also related to the
organisational context, specifically to the project
management and software process maturity. Also,
easy to use estimation techniques may not be
used by chance but because of the fact that these
methods require less organisational capabilities
for their successful application. These findings,
along with similar findings, should justify SCE
researchers shifting their research focus from tech-
nical topics to managerial and processual ones.

7.3. Implications for practice

This study addressed the top management’s role
in software cost estimation. In the following, we
will discuss the practical advice found in this
research. These are categorized into four groups:
top management’s role, the importance of com-
munication, organization’s process maturity and
general attitudes towards SCE.

7.3.1. Top management role

This study suggests that by supporting SCE
through the basic TMS practices found in this
study, demonstrating SCE’s importance, review-
ing plans, providing resources and ensuring
a shared vision and commitment, top manage-
ment can create an environment for successful
SCE. Earlier studies support this conclusion. For
example Boonstra [78] has found that the pro-
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vision of resources, the establishment of a clear
and well defined project framework, communica-
tion with the project team, being knowledgeable
about a project and using power to resolve con-
flicts are important behavioural categories for top
management. Zwikael [25] has reported similar
findings, and concludes that, e.g. an organisa-
tional structure that is supportive of a project,
communication between the project manager
and the organisation and appropriate project
manager assignment have a positive impact on
project success. However, the previously defined
behaviour is likely to be enough only in an envi-
ronment where management has already created
the necessary capabilities and gained the required
experience for successful software work.

On the other hand, the results indicate that
if there is a lack of a shared vision or a lack
of commitment, the negative impacts on SCE
can be significant. This finding receives support
from earlier studies. White and Fortune [18] re-
port that ‘Clear goals/objectives’ was the most
frequently mentioned success factor for projects.
Fortune and White [40] report that ‘Clear real-
istic goals’ was the second most cited factor for
success. However, clearly expressed expectations
may also become harmful anchors and distort
SCE, as found in this and other studies [66,67].

In summary, successful SCE seems not to re-
quire any specific actions from top management,
if the general maturity of a work environment is
good. Thus, it is enough if management performs
its role effectively by providing typical TMS be-
haviour. However, top management should avoid
situations in which their expectations could be-
come anchors that negatively affect SCE.

7.3.2. Communication

The results provide evidence that communication
related issues are important factors in successful
SCE, when work breakdown structure (WBS)
and expert estimation are in use. In both of
the successful projects, Cases 2 and 3, the in-
terviewees reported that mutual understanding
and understanding the requirements were sought
by management. Furthermore, there were many
opportunities and forums for discussions on the

issues. Hence, cooperation was described as good
and the expertise as sufficient for reaching an
adequate level of understanding.

There are plenty of similar findings from
other areas related to the importance of com-
munication. In the scope of project cost man-
agement [31], it was found that early interac-
tion with key stakeholders and the establish-
ment of clear lines of communication for sharing
professional and project based knowledge are
crucial during the inception phases of projects.
Furthermore, the significant role of communica-
tion in managing the coordination process was
addressed by Malone and Crowston [79]. Commu-
nication was found to be a common success fac-
tor when discussing change in software projects
and teams [80] and the best way to build trust
in development teams [81]. Communication was
also found to make software development more
efficient in companies [82] and was shown to be
one of the cornerstones of agile development [83].
In the scope of SCE, Jørgensen [77] noted, in
a case study, that poor communication skills or
team dynamics might have had an impact on the
SCE’s result in one team.

On a practical level, these findings suggest
that project managers, software professionals
and other project team members should focus
on achieving an understanding of requirements
through discussion, instead of focusing on com-
pliance, techniques and documentation.

7.3.3. Process maturity

All of the case projects used easy to implement
[84] estimation methodologies, such as WBS,
expert estimation and group estimation. The
methodologies seem to produce useful results in
a mature environment. Established processes and
at least moderate maturity seem to be the key to
successful application of estimation methodolo-
gies. This conclusion also receives support from
earlier research. The success of expert estimation
has been shown by Jørgensen [85] and studies on
the impact of CMM levels on estimation results
show that companies who have levels from three
to five produce significantly more accurate re-
sults than companies on the lower maturity levels
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[13, 86, p. 10]. However, although the estimation
accuracy and CMM level seem to correlate with
each other, we would like to point out that there
seems to be no significant correlation between
the project management maturity (PMM) of an
organisation and the project success [87]. The cor-
relation between the CMM level and estimation
accuracy observed in this study occurs within
the studied area of maturity, SCE being part of
the software process maturity.

Maturity as a construct consists of several fac-
tors, like experience, skills and processes. While
we report several maturity related findings con-
nected to successful estimation, like training, ex-
perience and continuous improvement, we believe
that none of the individual factors is likely to
lead to success on its own. However, a lack of
one of those factors may have significant nega-
tive impacts. Thus, based on our findings, we
decided to focus on maturity as a whole, instead
of individual factors.

Software process maturity (or project man-
agement maturity), estimation maturity and at-
titudes seem to have a clear interrelationship. If
software process maturity is good, estimation ma-
turity seems to be good, furthermore attitudes
become more positive. This is not surprising,
because SCE is part of a software project and
managed under the relevant software project or
software process management. The CMM model
does not include attitudes in its attributes, al-
though, for example, [88] suggest attitudes are
an important factor in project management ma-
turity, in addition to knowledge and action. How-
ever, the true relationship between these three
is beyond the scope of this study.

Considering the previous and the findings
presented in Table 7, it seems intuitive that the
overall maturity correlates with the estimation
success. This is supported by Flowe and Thor-
dahl [86] and findings from Boeing, presented by
McConnell [13, p.10]. Furthermore, each of the
elements of maturity is likely to contribute to
estimation success also individually. For example
Jørgensen [85] has provided evidence that train-
ing opportunities, good estimator competence
and use of an estimation checklist improve esti-
mation success. In other words, the more there

are elements of high maturity present, the higher
is the probability of estimation success, and vice
versa, low presence of high maturity elements
increases uncertainties in estimation.

Our advice for organisations would be to in-
clude a simple maturity self-assessment in the
software cost estimation process, for example
based on a publicly available criteria like CMM
or CMMI. If the maturity is assessed to be low,
a thorough uncertainty analysis is appropriate.
Even the knowledge of high level of uncertainty
may help managers in their decision making, even
though the uncertainties could not be mitigated.
Also, we understand that self-assessments are per-
haps not typical for low maturity organisations.
However, the use of a simple maturity assessment
is far easier than accounting the whole industrial
and scientific body of knowledge as individual
items. In the beginning, the awareness of the high
level of uncertainty could help to make better
decisions, and in the longer term act as a list of
development pointers towards higher maturity.

For the practitioners in higher maturity or-
ganisations, it would be recommended to address
specific estimation challenges, like estimating
change requests or estimating testing. For exam-
ple, those two areas seem to be sources of errors
[11] and serve to decrease motivation, even in
exemplary organisations. Also the relationship
between the estimate, target and commitment
is not always clear, which was reported as re-
sulting in a reluctance to make estimates; the
importance of making a distinction between these
three aspects is addressed by McConnell [13].

7.3.4. Attitudes

In cases 2 and 3, project managers had the overall
responsibility of preparing the estimate, while
the actual estimation was done by software devel-
opers. In both projects the estimation was seen as
an important and relevant task, and the project
managers reported that they were committed to
the estimates.

However, in both projects the developers’ at-
titudes towards estimation were negative. Esti-
mation was not considered as a pleasant task and
reluctance and low motivation were reported, es-
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pecially originating from lack of trust and quickly
emerging needs requiring flexibility. Negative at-
titudes, low motivation and reluctance have been
found to decrease the quality of work [89]. Al-
though estimates and outcomes have correlated
well in these two projects, it is likely that the
risk of estimation error increases when negative
attitudes are present, especially in low maturity
organisations. Trust and flexibility as values have
been found to have a positive effect on project
outcome [90]. A trivial advice is to support a pos-
itive atmosphere around estimation. However,
further research is needed to provide better and
more specific advice on this topic.

7.4. Limitations and future work

Although a number of countermeasures to va-
lidity threats were taken (see Section 5.6) and
the transferability of the results was improved
by collecting a rich set of data, this research
has certain limitations. This research considered
the organisational phenomena at a general level,
without taking the project or organisation specific
characteristics, like development methodology or
company size, into account in the study design.

The findings provide evidence that, at a gen-
eral level, organisational issues, like the role of
management, process maturity and communi-
cation, are important factors in SCE. However,
although we believe that the results are transfer-
able to similar project settings, the organisational
challenges may vary between different contexts.
For example, some organisational properties or
mechanisms may have been overlooked, such as
the size of the company, which causes variation
between projects. In addition, there are different
reasons for the cost estimates: one company was
using them to set the price to the customer while
the others were seeking balancing content and
timing of their products with the estimates.

Therefore, we encourage further studies in
different project and company contexts to see if
the same phenomena are repeated, or if there are
other context specific phenomena not discovered
in this study. Quantitative studies would also
provide insight in how commonly the reported
phenomena repeat in organisations.

This study also provides evidence that there
is an interrelationship between the estimation
maturity and project management maturity. This
is an important observation, and should be con-
firmed with a quantitative study that considers
a large number of projects as well as studied
qualitatively to understand the phenomenon. For
example, it might just be that companies with
a low CMM level do not recognize that there are
situations when it is inappropriate to estimate
at all (e.g., new development and estimation
methods, new product with no client). This is
a lack of risk management procedures, not just
an estimation problem.

The findings of this paper are based on three
projects, and do not provide a generalizable level
of confidence for their relationship. The SCE
maturity and software process maturity were
also assessed only to the extent necessary for
the purposes of this study. We suggest that fur-
ther studies establish a more precise model for
assessing SCE maturity and conduct the actual
maturity assessment with maturity as the sole
focus of the study.

As an exploratory study, the purpose was also
to generate new theories and pointers for further
research. One interesting observation revealed
by this study was that the attitudes towards
estimation were negative among the developers
participating in estimation, whereas the attitudes
of the project managers were positive and the
level of commitment to the estimation high. Neg-
ative attitudes may be a source of estimation
errors, and increase the probability of overruns.
This should be studied further, since negative
attitudes hinder any work.

From the construct point of view, the aim was
to discover organisational factors affecting SCE.
We covered many relevant aspects related to the
organisational context in which the estimation
took place. Thus, we studied what we planned to
study and felt that we developed a clear picture
of each of the studied projects.

Generally speaking this study found manage-
ment and process related topics to be equally
important from the SCE point of view as esti-
mation technique related topics. This suggests
that SCE research would benefit from approach-
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ing those topics from a PM or software process
point of view, and that elements from these areas
should be synthesised into SCE research. Lastly,
as demonstrated in the introduction of this pa-
per, e.g. PM research is more advanced than SCE
research on management and other organisation
related issues.

8. Conclusions

Many researchers and practitioners argue that
organisational issues are equally important from
the software estimation success point of view as
technical issues. Some of the often cited works
related to this important topic have been Lederer
and Prasad [75], Jørgensen and Shepperd [14]
and Magazinovic and Pernstål [10]. Regardless
of this knowledge of the importance of organ-
isational issues in SCE, the focus of the SCE
research has remained heavily on estimation
methodologies and other technical issues.

The findings of this paper have potential to
contribute to the current body of knowledge on
organisational issues related to SCE, and specifi-
cally on top management’s role, in several ways,
regardless of the limited transferability of the
results. By using the exploratory case study ap-
proach and interviewing 15 practitioners involved
in software development in three organisations,
we have found that the role of top management
is important in creating prerequisites for mean-
ingful estimation, but their day-to-day partici-
pation is not required for successful estimation.
Top management may also induce undesired dis-
tortion in estimation. We have also found that
estimation maturity and estimation success seem
to have an interrelationship with software pro-
cess maturity, but there seem to be no significant
individual organisational factors, which alone
would make estimation successful. Additionally,
our study validated many of the distortions and
biases reported in the earlier studies, and showed
that the SCE research focus has remained on
estimation methodologies.

Low maturity organisations may be able to
reduce overruns through a better understanding
of their increased risk level and the existence of

good estimation practices. We suggest therefore
that future studies and software process improve-
ment activities should pay more attention to low
maturity organisations and their specific needs.
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Appendix A. Interview instrument

1. Introduction (approximately 5 minutes):
– A brief introduction to the study.
– An introduction of the benefits of partici-

pation.
– Anonymity and confidentiality.

2. Personal, team and project background (ap-
proximately 5 minutes):
– Interviewee’s personal history and job po-

sition in the company.
– Background of the estimated project and

the development methodology that was
used.

3. Current state of SCE in the organisation (ap-
proximately 25 minutes):
– Describe the procedure for creating the

estimate.
– Describe the method for creating the esti-

mate of the effort required.
– Describe the responsibilities related to

maintaining and improving the software
and estimation practices.

– Describe the outcome of the estimation.
– Describe the approach to re-estimation

during the project.
4. Experiences of organisational phenomena af-

fecting the four SCE aspects (approximately
20 minutes):
– Describe the management, project man-

ager and personal expectations of the es-
timate.

– Describe the overall SCE skills and mo-
tivation in your organisation during the
estimation.

– Describe the demonstrated importance
and attitudes regarding the estimate.

– Describe the ways in which top manage-
ment and other stakeholders were involved
in SCE.

– Did the project have clear goals and real-
istic expectations?

– Was there pressure to make the estimate
smaller or other pressures?

– Was the estimate allowed to change over
time?

– Was there enough time allocated for
preparing the estimate?

– Did all stakeholders seek realistic and ac-
curate estimates?

– What was the level of commitment of dif-
ferent stakeholders to the estimate?

– What were the primary issues hindering
and supporting successful estimation?

5. Ending (approximately 5 minutes):
– Any other relevant observations that we

have not covered?

Appendix B. Software process CMM
level assessment
summary

The following tables B1, B2, B3 and B4 presents
our CMM assessments for levels 2, 3, 4 and 5,
respectively, to the case study companies.
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Table B1. The key process areas for level 2: repeatable

Software Service Tech
Process area Goal Vendor Provider Giant
Requirements
Management

System requirements allocated to software are
controlled to establish a baseline for software
engineering and management use

Yes Yes Yes

Requirements
Management

Software plans, products, and activities are
kept consistent with the system requirements
allocated to software

Yes Yes Yes

Software Project Planning Software estimates are documented for use in
planning and tracking the software project

Yes Yes Yes

Software Project Planning Software project activities and commitments
are planned and documented

Yes Yes Yes

Software Project Planning Affected groups and individuals agree to their
commitments related to the software project

N/A N/A N/A

Software Project Tracking
and Oversight

Actual results and performances are tracked
against the software plans

Yes Yes Yes

Software Project Tracking
and Oversight

Corrective actions are taken and managed to
closure when actual results and performance
deviate significantly from the software plans

Yes Yes Yes

Software Project Tracking
and Oversight

Changes to software commitments are agreed
to by the affected groups and individuals

N/A N/A N/A

Software Subcontract
Management

The prime contractor selects qualified software
subcontractors

N/A N/A N/A

Software Subcontract
Management

The prime contractor and the software sub-
contractor agree to their commitments to each
other

N/A N/A N/A

Software Subcontract
Management

The prime contractor and the software subcon-
tractor maintain ongoing communications

N/A N/A N/A

Software Subcontract
Management

The prime contractor tracks the software sub-
contractor’s actual results and performance
against its commitments

N/A N/A N/A

Software Quality
Assurance

Software quality assurance activities are
planned

Yes Yes Yes

Software Quality
Assurance

Adherence of software products and activities
to the applicable standards, procedures, and
requirements is verified objectively

Yes Yes Yes

Software Quality
Assurance

Affected groups and individuals are informed
of software quality assurance activities and
results

Yes Yes Yes

Software Quality
Assurance

Noncompliance issues that cannot be resolved
within the software project are addressed by
senior management

N/A N/A N/A

Software Network
Management Management

Software configuration management activities
are planned

N/A N/A N/A

Software Network
Management Management

Selected software work products are identified,
controlled, and available

N/A N/A N/A

Software Network
Management Management

Changes to identified software work products
are controlled

N/A N/A N/A

Software Network
Management Management

Affected groups and individuals are informed
of the status and content of software baselines

N/A N/A N/A

Notes: Yes – assessment provides evidence of fulfilling the goal; N/A – fulfillment of the goal was not assessed
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Table B2. The key process areas for level 3: defined

Software Service Tech
Process area Goal Vendor Provider Giant
Organization Process Focus Software process development and improve-

ment activities are coordinated across the
organization

No Yes Yes

Organization Process Focus The strengths and weaknesses of the soft-
ware processes used are identified relative
to a process standard

N/A N/A N/A

Organization Process Focus Organization-level process development and
improvement activities are planned

No Yes Yes

Organization Process
Definition

A standard software process for the organi-
zation is developed and maintained

Yes Yes Yes

Organization Process
Definition

Information related to the use of the orga-
nization’s standard software process by the
software projects is collected, reviewed, and
made available

N/A N/A N/A

Training Program Training activities are planned No Yes Yes
Training Program Training for developing the skills and knowl-

edge needed to perform software manage-
ment and technical roles is provided

No Yes Yes

Training Program Individuals in the software engineering
group and software-related groups receive
the training necessary to perform their roles

No Yes Yes

Integrated Software
Management

The project’s defined software process is
a tailored version of the organization’s stan-
dard software process

N/A N/A N/A

Integrated Software
Management

The project is planned and managed ac-
cording to the project’s defined software
process

Yes Yes Yes

Software Product Engineering The software engineering tasks are defined,
integrated, and consistently performed to
produce the software

Yes Yes Yes

Software Product Engineering Software work products are kept consistent
with each other

N/A N/A N/A

Intergroup Coordination The customer’s requirements are agreed to
by all affected groups

No Yes Yes

Intergroup Coordination The commitments between the engineering
groups are agreed to by the affected groups

N/A N/A N/A

Intergroup Coordination The engineering groups identify, track, and
resolve intergroup issues

N/A N/A N/A

Peer Reviews Peer review activities are planned No Yes Yes
Peer Reviews Defects in the software work products are

identified and removed
Yes Yes Yes

Notes: Yes – assessment provides evidence of fulfilling the goal; No – assessment provides evidence of not fulfilling the goal;
N/A – fulfillment of the goal was not assessed
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Table B3. The key process areas for level 4: managed

Software Service Tech
Process area Goal Vendor Provider Giant
Quantitative Process
Management

The quantitative process management
activities are planned

No Yes Yes

Quantitative Process
Management

The process performance of the project’s
defined software process is controlled
quantitatively

N/A N/A N/A

Quantitative Process
Management

The process capability of the organi-
zation’s standard software process is
known in quantitative terms

No Yes Yes

Software Quality Management The project’s software quality manage-
ment activities are planned

Yes Yes Yes

Software Quality Management Measurable goals for software product
quality and their priorities are defined

N/A N/A N/A

Software Quality Management Actual progress toward achieving the
quality goals for the software products
is quantified and managed

N/A N/A N/A

Notes: Yes – assessment provides evidence of fulfilling the goal; No – assessment provides evidence of not fulfilling the goal;
N/A – fulfillment of the goal was not assessed

Table B4. The key process areas for level 5: optimizing

Software Service Tech
Process area Goal Vendor Provider Giant
Defect Prevention Defect prevention activities are planned Yes Yes Yes
Defect Prevention Common causes of defects are sought

out and identified
N/A N/A Yes

Defect Prevention Common causes of defects are priori-
tized and systematically eliminated

N/A N/A N/A

Technology Change Management Incorporation of technology changes are
planned

N/A N/A N/A

Technology Change Management New technologies are evaluated to deter-
mine their effect on quality and produc-
tivity

N/A N/A N/A

Technology Change Management Appropriate new technologies are trans-
ferred into normal practice across the
organization

N/A N/A N/A

Process Change Management Continuous process improvement is
planned

No Yes Yes

Process Change Management Participation in the organization’s soft-
ware process improvement activities is
organization wide

No Yes Yes

Process Change Management The organization’s standard software
process and the projects’ defined soft-
ware processes are improved continu-
ously

No Yes Yes

Notes: Yes – assessment provides evidence of fulfilling the goal; No – assessment provides evidence of not fulfilling the goal;
N/A – fulfillment of the goal was not assessed
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Abstract
Introduction: Software engineering continuously suffers from inadequate software testing. The
automated prediction of possibly faulty fragments of source code allows developers to focus
development efforts on fault-prone fragments first. Fault prediction has been a topic of many
studies concentrating on C/C++ and Java programs, with little focus on such programming
languages as Python.
Objectives: In this study the authors want to verify whether the type of approach used in
former fault prediction studies can be applied to Python. More precisely, the primary objective
is conducting preliminary research using simple methods that would support (or contradict) the
expectation that predicting faults in Python programs is also feasible. The secondary objective
is establishing grounds for more thorough future research and publications, provided promising
results are obtained during the preliminary research.
Methods: It has been demonstrated [1] that using machine learning techniques, it is possible to
predict faults for C/C++ and Java projects with recall 0.71 and false positive rate 0.25. A similar
approach was applied in order to find out if promising results can be obtained for Python projects.
The working hypothesis is that choosing Python as a programming language does not significantly
alter those results. A preliminary study is conducted and a basic machine learning technique is
applied to a few sample Python projects. If these efforts succeed, it will indicate that the selected
approach is worth pursuing as it is possible to obtain for Python results similar to the ones obtained
for C/C++ and Java. However, if these efforts fail, it will indicate that the selected approach was
not appropriate for the selected group of Python projects.
Results: The research demonstrates experimental evidence that fault-prediction methods similar
to those developed for C/C++ and Java programs can be successfully applied to Python programs,
achieving recall up to 0.64 with false positive rate 0.23 (mean recall 0.53 with false positive rate
0.24). This indicates that more thorough research in this area is worth conducting.
Conclusion: Having obtained promising results using this simple approach, the authors conclude
that the research on predicting faults in Python programs using machine learning techniques is
worth conducting, natural ways to enhance the future research being: using more sophisticated
machine learning techniques, using additional Python-specific features and extended data sets.

Keywords: classifier, fault prediction, machine learning, metric, Naïve Bayes, Python,
quality, software intelligence

1. Introduction

Software engineering is concerned with the de-
velopment and maintenance of software sys-
tems. Properly engineered systems are reliable
and they satisfy user requirements while at the

same time their development and maintenance
is affordable.

In the past half-century computer scientists
and software engineers have come up with nu-
merous ideas for how to improve the discipline of
software engineering. Structural programming [2]
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restricted the imperative control flow to hierar-
chical structures instead of ad-hoc jumps. Com-
puter programs written in this style were more
readable, easier to understand and reason about.
Another improvement was the introduction of
an object-oriented paradigm [3] as a formal pro-
gramming concept.

In the early days software engineers perceived
significant similarities between software and civil
engineering processes. The waterfall model [4],
which resembles engineering practices, was widely
adopted as such regardless of its original descrip-
tion actually suggesting a more agile approach.

It has soon turned out that building software
differs from building skyscrapers and bridges, and
the idea of extreme programming emerged [5], its
key points being: keeping the code simple, review-
ing it frequently and early and frequent testing.
Among numerous techniques, a test-driven devel-
opment was promoted which eventually resulted
in the increased quality of produced software
and the stability of the development process
[6]. Contemporary development teams started
to lean towards short iterations (sprints) rather
than fragile upfront designs, and short feedback
loops, thus allowing customers’ opinions to pro-
vide timely influence on software development.
This meant creating even more complex software
systems.

The growing complexity of software resulted
in the need to describe it at different lev-
els of abstraction, and, in addition to this,
the notion of software architecture has devel-
oped. The emergence of patterns and frame-
works had a similar influence on the architec-
ture as design patterns and idioms had on pro-
gramming. Software started to be developed
by assembling reusable software components
which interact using well-defined interfaces, while
component-oriented frameworks and models pro-
vided tools and languages making them suitable
for formal architecture design.

However, a discrepancy between the archi-
tecture level of abstraction and the program-
ming level of abstraction prevailed. While the
programming phase remained focused on gen-
erating a code within a preselected (typically
object-oriented) programming language, the ar-

chitecture phase took place in the disconnected
component world. The discrepancies typically
deepened as the software kept gaining features
without being properly refactored, development
teams kept changing over time working under
time pressure with incomplete documentation
and requirements that were subject to frequent
changes. Multiple development technologies, pro-
gramming languages and coding standards made
this situation even more severe. The unification
of modelling languages failed to become a silver
bullet.

The discrepancy accelerated research on soft-
ware architecture and the automation of software
engineering. This includes the vision for the auto-
mated engineering of software based on architec-
ture warehouse and software intelligence [7] ideas.
The architecture warehouse denotes a repository
of the whole software system and software pro-
cess artefacts. Such a repository uniformly cap-
tures and regards as architectural all information
which was previously stored separately in design
documents, version-control systems or simply in
the minds of software developers. Software intel-
ligence denotes a set of tools for the automated
analysis, optimization and visualization of the
warehouse content [8, 9].

An example of this approach is combining
information on source code artefacts, such as
functions, with the information on software pro-
cess artefacts, such as version control comments
indicating the developers’ intents behind changes
in given functions. Such an integration of source
code artefacts and software process artefacts al-
lows to aim for more sophisticated automated
learning and reasoning in the area of software
engineering, for example obtaining an ability to
automatically predict where faults are likely to
occur in the source code during the software
process.

The automated prediction of possibly faulty
fragments of the source code, which allows de-
velopers to focus development efforts on the bug
prone modules first, is the topic of this research.
This is an appealing idea since, according to
a U.S. National Institute of Standards and Tech-
nology’s study [10], inadequate software testing
infrastructure costs the U.S. economy an esti-
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mated $60 billion annually. One of the factors
that could yield savings is identifying faults at
earlier development stages.

For this reason, fault prediction was the sub-
ject of many previous studies. As yet, software
researchers have concluded that defect predictors
based on machine learning methods are practi-
cal [11] and useful [12]. Such studies were usu-
ally focused on C/C++ and Java projects [13]
omitting other programming languages, such as
Python.

This study demonstrates experimentally that
techniques used in the former fault prediction
studies can be successfully applied to the software
developed in Python. The paper is organized as
follows: in section 2 the related works are re-
called; in section 3 the theoretic foundations and
implementation details of the approach being
subject of this study are highlighted; the main
results are presented in section 4, with conclu-
sions to follow in section 5. The implementation
of the method used in this study for predictor
evaluation is outlined in the Appendix, it can be
used to reproduce the results of the experiments.
The last section contains bibliography.

2. Related work

Software engineering is a sub-field of applied
computer science that covers the principles and
practice of architecting, developing and maintain-
ing software. Fault prediction is a software en-
gineering problem. Artificial intelligence studies
software systems that are capable of intelligent
reasoning. Machine learning is a part of artifi-
cial intelligence dedicated to one of its central
problems - automated learning. In this research
machine learning methods are applied to a fault
prediction problem.

For a given Python software project, the ar-
chitectural information warehoused in the project
repository is used to build tools capable of auto-
mated reasoning about possible faults in a given
source code. More specifically: (1) a tool able
to predict which parts of the source code are
fault-prone is developed; and (2) its operation is
demonstrated on five open-source projects.

Prior works in this field [1] demonstrated that
it is possible to predict faults for C/C++ and
Java projects with a recall rate of 71% and a false
positive rate of 25%. The tool demonstrated in
this paper demonstrates that it is possible to
predict faults in Python achieving recall rates
up to 64% with a false positive rate of 23% for
some projects; for all tested projects the achieved
mean recall was 53% with a false positive rate
of 24%.

Fault prediction spans multiple aspects of
software engineering. On the one hand, it is
a software verification problem. In 1989 Boehm
[14] defined the goal of verification as an an-
swer to the question Are we building the product
right? Contrary to formal verification methods
(e.g. model checking), fault predictors cannot be
used to prove that a program is correct; they can,
however, indicate the parts of the software that
are suspected of containing defects.

On the other hand, fault prediction is re-
lated to software quality management. In 2003
Khoshgoftaar et al. [15] observed that it can be
particularly helpful in prioritizing quality assur-
ance efforts. They studied high-assurance and
mission-critical software systems heavily depen-
dent on the reliability of software applications.
They evaluated the predictive performance of
six commonly used fault prediction techniques.
Their case studies consisted of software metrics
collected over large telecommunication system re-
leases. During their tests it was observed that pre-
diction models based on software metrics could
actually predict the number of faults in software
modules; additionally, they compared the perfor-
mance of the assessed prediction models.

Static code attributes have been used for the
identification of potentially problematic parts of
a source code for a long time. In 1990 Porter et
al. [16] addressed the issue of the early identifica-
tion of high-risk components in the software life
cycle. They proposed an approach that derived
the models of problematic components based on
their measurable attributes and the attributes of
their development processes. The models allowed
to forecast which components were likely to share
the same high-risk properties, such as like being
error-prone or having a high development cost.
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Table 1. Prior results of fault predictors using
NASA data sets [17]

Data set Language Recall False positive rate
PC1 C 0.24 0.25
JM1 C 0.25 0.18
CM1 C 0.35 0.10
KC2 C++ 0.45 0.15
KC1 C++ 0.50 0.15

In total: 0.36 0.17

Table 2. Prior results of fault predictors using
NASA data sets [1] (logarithmic filter applied)

Data set Language Recall False positive rate
PC1 C 0.48 0.17
MW1 C 0.52 0.15
KC3 Java 0.69 0.28
CM1 C 0.71 0.27
PC2 C 0.72 0.14
KC4 Java 0.79 0.32
PC3 C 0.80 0.35
PC4 C 0.98 0.29

In total: 0.71 0.25

In 2002, the NASA Metrics Data Program
Data sets were published [18]. Each data set
contained complexity metrics defined by Hal-
stead and McCabe, the lines of code metrics
and defect rates for the modules of a different
subsystem of NASA projects. These data sets
included projects in C, C++ and Java. Multiple
studies that followed used these data sets and
significant progress in this area was made.

In 2003 Menzies et al. examined decision
trees and rule-based learners [19–21]. They re-
searched a situation when it is impractical to
rigorously assess all parts of complex systems
and test engineers must use some kind of defect
detectors to focus their limited resources. They
defined the properties of good defect detectors
and assessed different methods of their gener-
ation. They based their assessments on static
code measures and found that (1) such defect
detectors yield results that are stable across many
applications, and (2) the detectors are inexpen-
sive to use and can be tuned to the specifics
of current business situations. They considered
practical situations in which software costs are
assessed and additionally assumed that better
assessment allowed to earn exponentially more
money. They pointed out that given finite bud-
gets, assessment resources are typically skewed
towards areas that are believed to be mission
critical; hence, the portions of the system that
may actually contain defects may be missed.
They indicated that by using proper metrics and
machine learning algorithms, quality indicators
can be found early in the software development
process.

In 2004 Menzies et al. [17] assessed other pre-
dictors of software defects and demonstrated that
these predictors are outperformed by Naïve Bayes
classifiers, reporting a mean recall of 0.36 with
a false positive rate of 0.17 (see Table 1). More
precisely they demonstrated that when learning
defect detectors from static code measures, Naïve
Bayes learners are better than entropy-based
decision-tree learners, and that accuracy is not
a useful way to assess these detectors. They also
argued that such learners need no more than
200–300 examples to learn adequate detectors,
especially when the data has been heavily strati-
fied; i.e. divided into sub-sub-sub systems.

In 2007 Menzies et al. [1] proposed applying
a logarithmic filter to features. The value of using
static code attributes to learn defect predictors
was widely debated. Prior work explored issues
such as the merits of McCabes versus Halstead
versus the lines of code counts for generating de-
fect predictors. They showed that such debates
are irrelevant since how the attributes are used
to build predictors is much more important than
which particular attributes are actually used.
They demonstrated that adding a logarithmic
filter resulted in improving recall to 0.71, keeping
a false positive rate reasonably low at 0.25 (see
Table 2).

In 2012 Hall et al. [13] identified and anal-
ysed 208 defect prediction studies published from
January 2000 to December 2010. By a system-
atic review, they drew the following conclusions:
(1) there are multiple types of features that can
be used for defect prediction, including static
code metrics, change metrics and previous fault
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metrics; (2) there are no clear best bug-proneness
indicators; (3) models reporting a categorical
predicted variable (e.g. fault prone or not fault
prone) are more prevalent than models report-
ing a continuous predicted variable; (4) various
statistical and machine learning methods can be
employed to build fault predictors; (5) industrial
data can be reliably used, especially data publicly
available in the NASA Metrics Data Program
data sets; (6) fault predictors are usually devel-
oped for C/C++ and Java projects.

In 2016 Lanza et al. [22] criticized the evalu-
ation methods of defect prediction approaches;
they claimed that in order to achieve substantial
progress in the field of defect prediction (also
other types of predictions), researchers should
put predictors out into the real world and have
them assessed by developers who work on a live
code base, as defect prediction only makes sense
if it is used in vivo.

The main purpose of this research is to extend
the range of analysed programming languages
to include Python. In the remaining part of the
paper it is experimentally demonstrated that it
is possible to predict defects for Python projects
using static code features with an approach sim-
ilar to (though not directly replicating) the one
taken by Menzies et al. [1] for C/C++ and Java.

3. Problem definition

For the remaining part of this paper let fault de-
note any flaw in the source code that can cause
the software to fail to perform its required func-
tion. Let repository denote the storage location
from which the source code may be retrieved
with version control capabilities that allow to
analyse revisions denoting the precisely specified
incarnations of the source code at a given point
in time. For a given revision K let K∼1 denote
its parent revision, K∼2 denote its grandpar-
ent revision, etc. Let software metric denote the
measure of a degree to which a unit of software
possesses some property. Static metrics can be
collected for software without executing it, in
contrast to the dynamic ones. Let supervised
learning denote a type of machine learning task

where an algorithm learns from a set of training
examples with assigned expected outputs [23].

The authors follow with the definition central
to the problem researched in this paper.
Definition 3.1. Let a classification problem de-
note an instance of a machine learning problem,
where the expected output is categorical, that is
where: a classifier is the algorithm that imple-
ments the classification; a training set is a set
of instances supplied for the classifier to learn
from; a testing set is a set of instances used for
assessing classifier performance; an instance is
a single object from which the classifier will learn
or on which it will be used, usually represented
by a feature vector with features being individual
measurable properties of the phenomenon being
observed, and a class being the predicted vari-
able, that is the output of the classifier for the
given instance.

In short: in classification problems classifiers
assign classes to instances based on their features.

Fault prediction is a process of predicting
where faults are likely to occur in the source
code. In this case machine learning algorithms
operate on instances being units of code (e.g. func-
tions, classes, packages). Instances are represented
by their features being the properties of the so-
urce code that indicate the source code unit’s
fault-proneness (e.g. number of lines of code, num-
ber of previous bugs, number of comments). The
features are sometimes additionally preprocessed;
an example of a feature preprocessor, called a log-
arithmic filter, substitutes the values of features
with their logarithms. For the instances in the
training set the predicted variable must be pro-
vided; e.g. the instances can be reviewed by ex-
perts and marked as fault-prone or not fault-prone.
After the fault predictor learns from the training
set of code units, it can be used to predict the
fault-proneness of the new units of the code. The
process is conceptually depicted in Figure 1.

A confusion matrix is a matrix containing the
counts of instances grouped by the actual and
predicted class. For the classification problem
it is a 2 × 2 matrix (as depicted in Table 3).
The confusion matrix and derived metrics can
be used to evaluate classifier performance, where
the typical indicators are as follows:
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Figure 1. Fault prediction problem (sample)

Table 3. Confusion matrix for classification problems

Actual/predicted Negative Positive
negative true negative (tn) false positive (fp)
positive false negative (fn) true postive (tp)

Definition 3.2. Let recall denote a fraction of
actual positive class instances that are correctly
assigned to positive class:

tp
tp + fn

Let precision denote a fraction of predicted
positive class instances that actually are in the
positive class:

tp
tp + fp

Let a false positive rate denote a fraction of
actual negative class instances that are incor-
rectly assigned to the positive class:

fp
fp + tn

Let accuracy denote a fraction of instances
assigned to correct classes:

tp + tn
tp + fp + tn + fn

The remaining part of this section contains
two subsections. In 3.1 the classification prob-
lem analysed in this study is stated in terms
typical to machine learning, that is instances:
what kinds of objects are classified; classes: into
what classes are they are divided; features: what
features are used to describe them; classifier:
which learning method is used. Section 3.2 fo-
cuses on the practical aspects of fault prediction
and describes the operational phases of the im-
plementation: identification of instances, feature
extraction, generation of a training set, training
and predicting.

3.1. Classification problem definition

3.1.1. Instances

The defect predictor described in this study op-
erates at the function level, which is a de facto
standard in this field [13]. As the first rule of
functions is that they should be small [24], it
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was assumed that it should be relatively easy for
developers to find and fix a bug in a function
reported as fault-prone by a function-level fault
predictor. Hence, in this research functions being
instances of problem definition were selected.

3.1.2. Classes

For simplicity of reasoning, in this research the
severity of bugs is not predicted. Hence, prob-
lem definition instances are labelled as either
fault-prone or not fault-prone.

3.1.3. Features

To establish defect predictors the code complex-
ity measures as defined by McCabe [25] and
Halstead [26] were used.

The following Halstead’s complexity mea-
sures were applied in this study as code metrics
for estimating programming effort. They esti-
mate complexity using operator and operand
counts and are widely used in fault prediction
studies [1].
Definition 3.3. Let n1 denote the count of dis-
tinct operators, n2 denote the count of distinct
operands, N1 denote the total count of oper-
ators, N2 denote the total count of operands.
Then Halstead metrics are defined as follows:
program vocabulary n = n1 +n2; program length
N = N1 + N2; calculated program length N̂ =
n1 log2 n1 + n2 log2 n2; volume V = N × log2 n;
difficulty D = n1/2×N2/n2; effort E = D × V ;
time required to program T = E/18 seconds;
number of delivered bugs B = V/3000.

In this research all the metrics defined above,
including the counters of operators and operands,
are used as features; in particular preliminary re-
search indicated that limiting the set of features
leads to results with lower recall.

In the study also The McCabe’s cyclomatic
complexity measure, being quantitative measure
of the number of linearly independent paths
through a program’s source code, was applied.
In terms of the software’s architecture graph,
cyclomatic complexity is defined as follows.
Definition 3.4. Let G be the flow graph be-
ing a subgraph of the software architecture

graph, where e denotes the number of edges
in G and n denotes the number of nodes in G.
Then cyclomatic complexity CC is defined as
CC(G) = e− n + 2.

It is worth noting that some researchers op-
pose using cyclomatic complexity for fault predic-
tion. Fenton and Pfleeger argue that it is highly
correlated with the lines of code, thus it carries
little information [27]. However, other researchers
used McCabe’s complexity to build successful
fault predictors [1]. Also industry keeps recog-
nizing cyclomatic complexity measure as useful
and uses it extensively, as it is straightforward
and can be communicated across the different
levels of development stakeholders [28]. In this
research the latter opinions are followed.

3.1.4. Classifier

In this study, the authors opted for using a Naïve
Bayes classifier. Naïve Bayes classifiers are a fam-
ily of supervised learning algorithms based on ap-
plying Bayes’ theorem with naïve independence
assumption between the features. In preliminary
experiments, this classifier achieved significantly
higher recall than other classifiers that were pre-
liminary considered. Also, as mentioned in sec-
tion 2, it achieved best results in previous fault
prediction studies [1].

It should be noted that for a class variable
y and features x1, . . . , xn, Bayes’ theorem states
the following relationship:

P (y|x1, . . . , xn) = P (y)P (x1, . . . , xn|y)
P (x1, . . . , xn) .

This relationship can be simplified using the
naïve independence assumption:

P (y|x1, . . . , xn) = P (y) ∏n
i=1 P (xi|y)

P (x1, . . . , xn) .

Since P (x1, . . . , xn) does not depend on y, then
the following classification rule can be used:

ŷ = arg max
y

P (y)
n∏

i=1
P (xi|y),

where P (y) and P (xi|y) can be estimated using
the training set. There are multiple variants of
the Naïve Bayes classifier; in this paper a Gaus-
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sian Naïve Bayes classifier is used which assumes
that the likelihood of features is Gaussian.

3.2. Classification problem
implementation

3.2.1. Identification of instances

A fault predicting tool must be able to encode
a project as a set of examples. The identification
of instances is the first step of this process. This
tool implements it as follows: (1) it retrieves a list
of files in a project from a repository (Git); (2)
it limits results to a source code (Python) files;
(3) for each file it builds an Abstract Syntax
Tree (AST) and walks the tree to find the nodes
representing source code units (functions).

3.2.2. Feature extraction

A fault predictor expects instances to be rep-
resented by the vectors of features. This tool
extracts those features in the following way. Hal-
stead metrics are derived from the counts of
operators and operands. To calculate them for
a given instance, this tool performs the following
steps: (1) it extracts a line range for a function
from AST; (2) it uses a lexical scanner to tokenize
function’s source; (3) for each token it decides
whether the token is an operator or an operand,
or neither. First of all the token type is used to
decide if it is an operator or operand, see Table 4.

If the token type is not enough to distinguish
between an operator and an operand; then if
tokenize.NAME indicates tokens are Python key-
words, they are considered operators; otherwise
they are considered operands. McCabe’s complex-
ity for functions is calculated directly from AST.
Table 5 presents effects of Python statements on
cyclomatic complexity score.

3.2.3. Training set generation

Creating a fault predicting tool applicable to
many projects can be achieved either by train-
ing a universal model, or by training predictors
individually for each project [29]. This research
adopts the latter approach: for each project it

generates a training set using data extracted
from the given project repository. Instances in
the training set have to be assigned to classes; in
this case software functions have to be labelled as
either fault-prone or not fault-prone. In previous
studies, such labels were typically assigned by
human experts, which is a tedious and expen-
sive process. In order to avoid this step, this
tool relies on the following general definition of
fault-proneness:
Definition 3.5. For a given revision, function
is fault-prone if it was fixed in one of K next
commits, where the choice of K should depend
on the frequency of commits.

The definition of fault proneness can be ex-
tended due to the fact that relying on a project
architecture warehouse enables mining informa-
tion in commit logs. For identification of commits
as bug-fixing in this research a simple heuris-
tic, frequently used in previous studies, was fol-
lowed [30,31].
Definition 3.6. Commit is bug-fixing if its log
contains any of the following words: bug, fix, is-
sue.

Obviously such a method of generating train-
ing data is based on the assumption that bug
fixing commits are properly marked and contain
only fixes, which is consistent with the best prac-
tices for Git [32]. It is worth noting that since this
might not be the general case for all projects, the
tool in its current format is not recommended for
predicting faults in projects that do not follow
these practices.

3.2.4. Training and predicting

Training a classifier and making predictions for
new instances are the key parts of a fault pre-
dictor. For these phases, the tool relies on Gaus-
sianNB from the Scikit-learn (scikit-learn.org)
implementation of the Naïve Bayes classifier.

4. Main result

The tool’s performance was experimentally as-
sessed on five arbitrarily selected open-source
projects of different characteristics: Flask – a web
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Table 4. Operator and operand types

OPERATOR_TYPES = [ tokenize.OP, tokenize.NEWLINE, tokenize.INDENT, tokenize.DEDENT]

OPERAND_TYPES = [ tokenize.STRING, tokenize.NUMBER ]

Table 5. Contribution of Python constructs to cyclomatic complexity

Construct Effect Reasoning
if +1 An if statement is a single decision
elif +1 The elif statement adds another decision
else 0 Does not cause a new decision - the decision is at the if
for +1 There is a decision at the start of the loop
while +1 There is a decision at the while statement
except +1 Each except branch adds a new conditional path of execution
finally 0 The finally block is unconditionally executed
with +1 The with statement roughly corresponds to a try/except block
assert +1 The assert statement internally roughly equals a conditional statement
comprehension +1 A list/set/dict comprehension of generator expression is equivalent to a for loop
lambda +1 A lambda function is a regular function
boolean +1 Every boolean operator (and, or) adds a decision point

Table 6. Projects used for evaluation

Project Location at github.com
Flask /mitsuhiko/flask
Odoo /odoo/odoo
GitPython /gitpython-developers/GitPython
Ansible /ansible/ansible
Grab /lorien/grab

Table 7. Summary of projects used for evaluation:
projects’ revisions (Rv) with corresponding number
of commits (Co), branches (Br), releases (Rl) and

contributors (Cn)

Project Rv Cm Br Rl Cn
Flask 7f38674 2319 16 16 277
Odoo 898cae5 94106 12 79 379
GitPython 7f8d9ca 1258 7 20 67
Ansible 718812d 15935 34 76 1154
Grab e6477fa 1569 2 0 32

development micro-framework; Odoo – a collec-
tion of business apps; GitPython – a library
to interact with Git repositories; Ansible – an
IT automation system; Grab – a web scraping
framework. Analyzed software varies in scope and
complexity: from a library with narrow scope,
through frameworks, to a powerful IT automa-
tion platform and a fully-featured ERP system.
All projects are publicly available on GitHub (see
Table 6) and are under active development.

Data sets for evaluation were generated from
projects using method described in section 3,
namely: features were calculated for revision
HEAD∼ 100, where HEAD is a revision specified
in Table 7; functions were labeled as fault-prone
if they were modified in bug-fixing commit be-

tween revisions HEAD ∼100 and HEAD; data
set was truncated to files modified in any com-
mit between revisions HEAD ∼100 and HEAD.
Table 8 presents total count and incidence of
fault-prone functions for each data set.

As defined in section 3, recall and false pos-
itive rates were used to assess the performance
of fault predictors. In terms of these metrics,
a good fault predictor should achieve: high recall
– a fault predictor should identify as many faults
in the project as possible; if two predictors obtain
the same false positive rate, the one with higher
recall is preferred, as it will yield more fault-prone
functions; low false positive rate – code units
identified as bug prone require developer action;
the predictor with fewer false alarms requires less
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Table 8. Data sets used for evaluation

Project Functions Fault-prone % fault-prone
Flask 786 30 3.8
Odoo 1192 50 4.2
GitPython 548 63 11.5
Ansible 752 69 9.2
Grab 417 31 7.4

Table 9. Results for the best predictor

Project Recall False positive rate
mean SD mean SD

Flask 0.617 0.022 0.336 0.005
Odoo 0.640 < 0.001 0.234 0.003
GitPython 0.467 0.019 0.226 0.003
Ansible 0.522 < 0.001 0.191 0.002
Grab 0.416 0.010 0.175 0.004
In total: 0.531 < 0.03 0.240 < 0.03

human effort, as it returns less functions that are
actually not fault-prone.

It is worth noting that Zhang and Zhang [33]
argue that a good prediction model should actu-
ally achieve both high recall and high precision.
However, Menzies et al. [34] advise against using
precision for assessing fault predictors, as it is
less stable across different data sets than the false
positive rate. This study follows this advice.

For this research a stratified 10-fold cross val-
idation was used as a base method for evaluating
predicting performance. K-fold cross validation
divides instances from the training set into K
equal sized buckets, and each bucket is then used
as a test set for a classifier trained on the remain-
ing K− 1 buckets. This method ensures that the
classifier is not evaluated on instances it used
for learning and that all instances are used for
validation.

As bug prone functions were rare in the train-
ing sets, folds were stratified, i.e. each fold con-
tained roughly the same proportions of samples
for each label.

This procedure was additionally repeated 10
times, each time randomizing the order of ex-
amples. This step was added to check whether
predicting performance depends on the order of
the training set. A similar process was used by
other researchers (e.g. [1, 35]).
Main result 1. The fault predictor presented
in this research achieved recall up to 0.64 with
false positive rate 0.23 (mean recall 0.53 with
false positive rate 0.24, see Table 9 for details).

It is worth noting that: the highest recall was
achieved for project Odoo: 0.640; the lowest recall
was achieved for project Grab: 0.416; the lowest
false positive rate was achieved for project Grab:
0.175; the highest false positive rate was achieved

for project Flask: 0.336. For all data sets recall
was significantly higher than the false positive
rate. The results were stable over consecutive
runs; the standard deviation did not exceed 0.03,
neither for recall nor for the false positive rate.
Main result 2. This research additionally sup-
ports the significance of applying the logarithmic
filter, since the fault predictor implemented for
this research without using this filter achieved
significantly lower mean recall 0.328 with false
positive rate 0.108 (see Table 10 for details).
Table 10. Results for the best predictor without

the logarithmic filter

Project Recall False positive rate
mean SD mean SD

Flask 0.290 0.037 0.119 0.004
Odoo 0.426 0.009 0.132 < 0.001
GitPython 0.273 0.016 0.129 0.006
Ansible 0.371 0.012 0.068 < 0.001
Grab 0.219 0.028 0.064 0.005
In total: 0.328 0.108

It should be emphasised that similar signifi-
cance was indicated in the case of the detectors
for C/C++ and Java projects in [1].

5. Conclusions

In this study, machine learning methods were ap-
plied to a software engineering problem of fault
prediction. Fault predictors can be useful for
directing quality assurance efforts. Prior studies
showed that static code features can be used for
building practical fault predictors for C/C++
and Java projects. This research demonstrates
that these techniques also work for Python, a pop-
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ular programming language that was omitted in
previous research. The tool resulting from this
research is a function-level fault prediction tool
for Python projects. Its performance was exper-
imentally assessed on five open-source projects.
On selected projects the tool achieved recall up
to 0.64 with false positive rate 0.23, mean recall
0.53 with false positive rate 0.24. Leading fault
predictors trained on NASA data sets achieved
higher mean recall 0.71 with similar false posi-
tive rate 0.25 [1]. Labour intensive, manual code
inspections can find about 60% of defects [36].
This research is close to reaching a similar level
of recall. The performance of this tool can be
perceived as satisfactory, certainly proving the
hypothesis that predicting faults for Python pro-
grams has a similar potential to that of C/C++
and Java programs, and that more thorough
future research in this area is worth conducting.

5.1. Threats to validity

Internal There are no significant threats to in-
ternal validity. The goal was to take an approach
inspired by the experiments conducted by Men-
zies et al. [1] The experimental results for Python
demonstrated to be consistent with the ones re-
ported for C/C++ and Java, claiming that: static
code features are useful for the identification of
faults, fault predictors using the Naïve Bayes
classifier perform well, however, using a logarith-
mic filter is encouraged, as it improves predicting
performance. Using other methods of extracting
features used for machine learning (i.e. Python
features which are absent in C/C++ or Java),
could potentially lead to a better performance
of the tool.
External There are threats to external validity.
The results obtained in this research are not valid
for generalization from the context in which this
experiment was conducted to a wider context.
More precisely, the range of five arbitrarily se-
lected software projects provides experimental
evidence that this direction of research is worth
pursuing; however, by itself it does not provide
enough evidence for general conclusions and more
thorough future research is required. Also the tool

performance was assessed only in terms of recall
and false positive rates, it has not been actually
verified in practice. It is thus possible that the
tool current predicting ability might prove not
good enough for practical purposes and its fur-
ther development will be required. Therefore, the
conclusion of the universal practical applicability
of such an approach cannot be drawn yet.
Construct There are no significant threats to
construct validity. In this approach the authors
were not interested in deciding whether it is a well
selected machine learning technique, project at-
tributes used for learning or the completeness
of fault proneness definition for the training-set
that were mainly contributing to the tool perfor-
mance. The important conclusion was that the
results obtained do not exclude but support the
hypothesis, that automated fault prediction in
Python allows to obtain accuracy comparable to
the results obtained for other languages and to
human-performed fault prediction, hence they
encourage more research in this area. Thus, the
results provided in this paper serve as an example
and the rough estimation of predicting perfor-
mance expected nowadays from fault predictors
using static code features. There are few addi-
tional construct conditions worth mentioning.
As discussed in section 3, the tool training set
generation method relies on project change logs
being part of the project architecture warehouse.
If bug-fixing commits are not properly labelled,
or contain not only fixes, then the generated data
sets might be skewed. Clearly, the performance of
the tool can be further improved, as it is not yet
as good as the performance of fault predictors for
C/C++ and Java; the current result is a good
start for this improvement. Comparing the per-
formance of classifiers using different data sets is
not recommended, as predictors performing well
on one set of data might fail on another.
Conclusion There are no significant threats to
conclusion validity. Fault recall (detection rate)
alone is not enough to properly assess the per-
formance of a fault predictor (i.e. a trivial fault
predictor that labels all functions as fault-prone
achieves total recall), hence the focus on both re-
call (detection) and false positives (false alarms).
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Obviously the false positive rate of a fault predic-
tor should be lower than its recall, as a predictor
randomly labelling p of functions as fault-prone
on average achieves a recall and false positive
rate of p. This has been achieved in this study,
similarly to [1]. From the practical perspective, in
this research the goal recognizing automatically
as many relevant (erroneous) functions as possi-
ble, which later should be revised manually by
programmers; that is the authors were interested
in achieving high recall and trading precision
for recall if needed. From the perspective of this
research goals, evaluating classifiers by measures
other than those used in [1] (i.e. using other
elements in the confusion matrix) was not di-
rectly relevant for the conclusions presented in
this paper.

5.2. Future research

Additional features As mentioned in sec-
tion 3, static code metrics are only a subset of
features that can be used for training fault pre-
dictors. In particular, methods utilizing previous
defect data, such as, [37] can also be useful for
focusing code inspection efforts [38, 39]. Change
data, such as code churn or fine-grained code
changes were also reported to be significant bug
indicators [40–42]. Adding support for these fea-
tures might augment their fault predicting capa-
bilities. Moreover, further static code features,
such as object oriented metrics defined by Chi-
damber and Kemerer [43] can be used for bug
prediction [32,44]. With more attributes, adding
a feature selection step to the tool might also
be beneficial. Feature selection can also improve
training times, simplify the model and reduce
overfitting.
Additional algorithms The tool uses a Naïve
Bayes classifier for predicting software defects.
In preliminary experiments different learning al-
gorithms were assessed, but they performed sig-
nificantly worse. It is possible that with more fea-
tures supplied and fine-tuned parameters these al-
gorithms could eventually outperform the Naïve
Bayes classifier. Prediction efficiency could also
be improved by including some strategies for
eliminating class imbalance [45] in the data sets.

Researchers also keep proposing more sophisti-
cated methods for identifying bug-fixing commits
than the simple heuristic used in this research, in
particular high-recall automatic algorithms for
recovering links between bugs and commits have
been developed. Integrating algorithms, such
as [46] into a training set generation process could
improve the quality of the data and, presumably,
tool predicting performance.
Additional projects In preliminary experi-
ments, a very limited number of Python projects
were used for training and testing. Extending the
set of Python projects contributing to the train-
ing and testing sets is needed to generalize the
conclusions. The selection of additional projects
should be conducted in a systematic manner.
A live code could be used for predictor evalu-
ation [22], which means introducing predictors
into the development toolsets used by software
developers in live software projects. The next
research steps should involve a more in-depth
discussion about the findings on the Python pro-
jects, in particular identification why in some
projects the proposed techniques have a better
performance than in other projects.
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Appendix

The implementation of the method used in this study for predictor evaluation is outlined below, it
can be used to reproduce results of the experiments.

1 # imports available on github.com
2 import git
3 import numpy as np
4 from sklearn import cross_validation
5 from sklearn import metrics
6 from sklearn import naive_bayes
7 from sklearn import utils
8 from scary import dataset
9 from scary import evaluation

10

11 def run():
12 projects = [
13 "path/to/flask",
14 "path/to/odoo",
15 "path/to/GitPython",
16 "path/to/ansible",
17 "path/to/grab",
18 ]
19 classifier = naive_bayes.GaussianNB()
20 EvaluationRunner(projects, classifier).evaluate()
21

22 class EvaluationRunner:
23 def __init__(self, projects, classifier, from_revision="HEAD~100", to_revision="HEAD",
24 shuffle_times=10, folds=10):
25 self.projects = projects
26 self.classifier = classifier
27 self.from_revision = from_revision
28 self.to_revision = to_revision
29 self.shuffle_times = shuffle_times
30 self.folds = folds
31

32 def evaluate(self):
33 total_score_manager = self.total_score_manager()
34 for project in self.projects:
35 project_score_manager = self.project_score_manager()
36 training_set = self.build_training_set(project)
37 for data, target in self.shuffled_training_sets(training_set):
38 predictions = self.cross_predict(data, target)
39 confusion_matrix = self.confusion_matrix(predictions, target)
40 total_score_manager.update(confusion_matrix)
41 project_score_manager.update(confusion_matrix)
42 self.report_score(project, project_score_manager)
43 self.report_score("TOTAL", total_score_manager)
44

45 def project_score_manager(self):
46 return ScoreManager.project_score_manager()
47

48 def total_score_manager(self):
49 return ScoreManager.total_score_manager()
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50

51 def build_training_set(self, project):
52 repository = git.Repo(project)
53 return dataset.TrainingSetBuilder.build_training_set(repository,
54 self.from_revision, self.to_revision)
55

56 def shuffled_training_sets(self, training_set):
57 for _ in range (self.shuffle_times):
58 yield utils.shuffle(training_set.features, training_set.classes)
59

60 def cross_predict(self, data, target):
61 return cross_validation.cross_val_predict(self.classifier, data, target,
62 cv=self.folds)
63

64 def confusion_matrix(self, predictions, target):
65 confusion_matrix = metrics.confusion_matrix(target, predictions)
66 return evaluation.ConfusionMatrix(confusion_matrix)
67

68 def report_score(self, description, score_manager):
69 print(description)
70 score_manager.report()
71

72 class ScoreManager:
73 def __init__(self, counters):
74 self.counters = counters
75

76 def update (self, confusion_matrix):
77 for counter in self.counters:
78 counter.update(confusion_matrix)
79

80 def report(self):
81 for counter in self.counters:
82 print(counter.description, counter.score)
83

84 @classmethod
85 def project_score_manager(cls):
86 counters = [MeanScoreCounter(RecallCounter),
87 MeanScoreCounter(FalsePositiveRateCounter),]
88 return cls(counters)
89

90 @classmethod
91 def total_score_manager(cls):
92 counters = [RecallCounter(),
93 FalsePositiveRateCounter(),]
94 return cls(counters)
95

96 class BaseScoreCounter:
97 def update (self, confusion_matrix):
98 raise NotImplementedError
99

100 @property
101 def score (self):
102 raise NotImplementedError
103
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104 @property
105 def decription(self):
106 raise NotImplementedError
107

108 class MeanScoreCounter(BaseScoreCounter):
109 def __init__(self, partial_counter_class):
110 self.partial_counter_class= partial_counter_class
111 self.partial_scores = []
112

113 def update(self, confusion_matrix):
114 partial_score = self.partial_score(confusion_matrix)
115 self.partial_scores.append(partial_score)
116

117 def partial_score(self, confusion_matrix):
118 partial_counter = self.partial_counter_class()
119 partial_counter.update(confusion_matrix)
120 return partial_counter.score
121

122 @property
123 def score (self):
124 return np.mean(self.partial_scores), np.std(self.partial_scores)
125

126 @property
127 def description(self):
128 return "mean␣{}".format(self.partial_counter_class().description)
129

130 class RecallCounter(BaseScoreCounter):
131 def __init__(self):
132 self.true_positives = 0
133 self.false_negatives = 0
134

135 def update(self, confusion_matrix):
136 self.true_positives += confusion_matrix.true_positives
137 self.false_negatives += confusion_matrix.false_negatives
138

139 @property
140 def score(self):
141 return self.true_positives/(self.true_positives+self.false_negatives)
142

143 @property
144 def description(self):
145 return "recall"
146

147 class FalsePositiveRateCounter(BaseScoreCounter):
148 def __init__(self):
149 self.false_positives = 0
150 self.true_negatives = 0
151

152 def update (self, confusion_matrix):
153 self.false_positives += confusion_matrix.false_positives
154 self.true_negatives += confusion_matrix.true_negatives
155

156 @property
157 def score (self):
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158 return self.false_positives/(self.false_positives+self.true_negatives)
159

160 @property
161 def description(self):
162 return "false␣positive␣rate"
163

164 if __name__ == "__main__":
165 run ()
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Abstract
Background: Key Performance Indicators are a common way of quantitative monitoring of project
progress in modern companies. Although they are widely used in practice, there is little evidence
on how they are set, and how many of them are used in large product development projects.
Goal: The goal of this paper is to explore how KPIs are used in practice in a large company. In
particular, it is explored whether KPIs are used continuously or only during short, predefined
periods of time. It is also explored whether software-related KPIs are reported differently from
non-software-related KPIs.
Method: A case study of 12 projects at the Volvo Car Group in Sweden was conducted. The
data from the project progress reporting on tools was collected and triangulated with data from
interviews conducted with experts from the company.
Results: KPIs are reported mostly before the milestones and the manual assessment of their
status is equally important as the automated data provision in the KPI reporting system. The
trend of reporting software-related KPIs is very similar to the non-software-related KPIs.
Conclusions: Despite the documented good practices of using KPIs for project monitoring, it is
difficult to develop a clear status-picture solely using quantitative data from progress reporting
tools. It was also shown that the trends in reporting the software-related KPIs are similar to the
trends in reporting the non-software related KPIs.

Keywords: software metrics, key performance indicator, project management, case study

1. Introduction

Monitoring large product development projects is
a challenging task for project management teams.
Project managers, together with sub-project
managers at different levels, quality managers
and line managers, often use quantitative data to
present the progress of projects and the readiness
of their products [1]. Key Performance Indicators
(KPIs) are used for the purpose of monitoring
progress, to capture quantitative data and inter-
pret it [2]. Although this practice is very common
and well-known, there are not many studies on
how this reporting is done in practice, e.g. how
often the KPIs are reported, how many KPIs are
used and how quantitative data is used in setting

the values of the KPIs. In the literature, the clas-
sical use of KPIs is to continuously report and
monitor the progress of the development, which
usually leads to using KPIs for decision sup-
port and dissemination of information about the
project status [3]. This study aims at analysing
how the literature evidence is aligned with the
practice of using KPIs in a large company.

Embedded software development projects re-
quire synchronization between software-related
and non-software-related sub-projects in order
to result in a complete product. Project man-
agers, however, often seek advice on whether the
projects should follow a more software-inspired
agile way of planning (and thus adjust to the
software project management practices) or follow
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more strict, hardware-inspired project planning
and monitoring (thus putting dedicated report-
ing requirements on software projects). In this
paper, the authors explore how large software
projects are managed and whether the usage
of KPIs is more software agile-like or hardware
upfront planning-like.

1.1. Problem statement

The paper explores the problem of understand-
ing the practice of using KPIs. In theory, KPIs
should be reported and monitored continuously,
in order to provide an up-to-date status of the
project. However, in practice, this continuous
reporting requires resources and scales poorly
with the number of KPIs. It is also the case that,
if the number of KPIs grows, the probability
increases that multiple KPIs monitor the same
or related issues.

The contribution of this paper is analysing
both KPIs for software-related KPIs and for
the entire project. The state-of-the-art in this
area considers either only software development
projects, or focuses on project-management as-
pects. Therefore, it is important to study the
KPIs in embedded software projects, where the
software development sub-project is contrasted
with non-software sub-projects.

1.2. Research objectives and questions

The general research methodology applied in
this work is a case study; the methodology which
emphasizes close collaboration between industry
and academia, and results in changes in host-
ing organizations. To begin with the following
research question is addressed – How are KPIs
for monitoring project progress used in practice
in a large product development organization?
Steyn and Stoker [4] recognized this as an issue,
and provided the evidence that different ways of
using KPIs impact the performance of develop-
ment projects. The use of KPIs can also deter-
mine whether the company uses the traditional
approach to performance monitoring, or it uses
the modern principles of Neely et al. [5]. In the

research twelve projects were studied focusing
on such aspects of reporting as:
– How are KPIs defined? – to understand the

structure of KPIs used in industry.
– How often are KPIs reported in practice? –

to explore the frequency and thus the cost
of reporting KPIs, and to understand how
timely the KPI information is provided.

– Who is responsible for reporting and acting
upon the definitions of KPIs? – to under-
stand the stakeholders in the process of KPI
reporting and decision making.

– How can we statistically identify dependen-
cies between KPIs? – to explore whether KPIs
are independent from one another, and there-
fore to understand whether the number of
KPIs is sufficient or too extensive.

– Is there a difference between software-related
KPIs and non-software-related KPIs? – to ex-
plore whether the software development KPIs
are reported differently than the non-software
development ones.

1.3. Context

This work studies a large product development
organization – the Volvo Car Group, a Swedish
vehicle manufacturer. The analysis encompassed
12 car development projects where the number
of KPIs varies from 252 to 552 per project. The
following definition of a KPI was used – KPI (Key
Performance Indicator) is a customizable busi-
ness metric utilized to visualize the status and
trends in an organization. A KPI has an owner
(a stakeholder according to ISO/IEC 15939 [6]),
an interpretation (an analysis model according
to ISO/IEC 15939) and is linked to a business
strategy of the organization. This definition of
a KPI is consistent with the use of the term
in well-established methodologies, such as the
Balance Scorecard [7].

The remaining of the paper is structured as
follows. Section 2 presents the theoretical framing
of work. Section 3 describes the design of the case
study. Section 4 presents the results and answers
to the research questions. Section 5 discusses
the results in the light of the existing body of



Milestone-Oriented Usage of Key Performance Indicators – An Industrial Case Study 219

knowledge. Section 6 summarizes the paper and
presents conclusions.

2. Background

In order to study the use of KPIs in the company
the authors used a set of models showing how
the reporting process is done. The models are
presented in Figure 1. The models are divided
into four groups of activities:
– storage: the way in which information, needed

to calculate the KPI, is stored – it could be
either a database, such as a product arti-
cle database or personal assessment of, e.g.,
whether the quality of a requirement is suffi-
cient,

– extraction: the way in which the information
is provided to KPI systems – it could be man-
ual reporting or the automatic extraction of
information using a script (for example by
counting the number of defects reported in
a database),

– analysis: the set of methods for analysing
the values of KPI, they assess the status (set
the colour of a KPI – green, yellow or red)
– it could be an algorithm, using a set of
pre-defined criteria, or a manual assessment,

– presentation: grouping activities related to
the presentation of the material, which can
also be either manual or automated – the
manual presentation can be in the form of
an MS PowerPoint presentation and the au-
tomated one can be a web-based dashboard
with indicators [8].
These four groups of activities are based on

the measurement information model defined in
the ISO/IEC 15939 standard (Software and Sys-
tems Engineering – Measurement Processes), [6].

The set of models used for the theoretical
framing of the KPI usage, comprises four models
which have distinct characteristics.

The most basic model is manual reporting,
the analysis and presentation of the KPI values,
as initially presented by Kapplan and Norton, as
part of the Balanced Scorecard methodology [9].
In this model (M), the focus of KPI usage is on
the periodical reporting and monitoring of orga-

nizational performance. The data to calculate the
values of KPIs is often available through individ-
uals (e.g. by filling in reports) and needs manual
assessment. The KPIs, in the M model, are often
updated periodically and are prone to missing
data points, however, it is very flexible. This
model can be observed in the studies discussion
early adoption of the Balanced Scorecard [9].

The next model, which is more advanced,
is the M-A model, where the extraction activ-
ities are automated, but the assessment of the
KPIs status is manual. This kind of model is pre-
scribed by many project management tools and
methodologies which focus on the quantitative
assessment of project progress and performance.
An example of such a method is PRINCE2 [10].
The M-A model can be observed in modern com-
panies utilizing business intelligence tools. The
KPIs in the M-A model are updated continuously
and are analysed periodically; in practice this
means the same disadvantages as the M model
with a reduction of problems coming from the
missing data points. The M-A model can be ex-
emplified by such cases as surveys for customer
satisfaction [11].

The next model is the A-M model, where
most of the data extraction and presentation
tasks are automated. The assessment of the val-
ues is, however, still manual. An example of such
an assessment is the quality of the product under
development by counting the number of defects
discovered during testing. As the automation
of the extraction and presentation is used, the
KPIs in this model are often used as measures,
and visualized as trends – since they are col-
lected continuously. However, their assessment
is periodical, which means that the status is
available at certain points of time. Thus KPIs
in this model are more difficult to interpret, but
easier to visualize [12]. An example of this kind
of a model is the set of KPIs at Volvo Car Group
where the data collection is automated but the
setting of colour is manual [13].

Finally, the most advanced model is the
Amodel, where all tasks are automated. The stake-
holders of the KPI pre-define rules for analysis and
these rules are applied automatically for the mea-
sures collected. This kind of model has been shown
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to be an efficient way of collecting the information
and supporting decisions [14,15], [16]. KPIs which
are used in this way requiremaintenance (evolving
criteria, updating data extraction programs), but
require no manual effort on a daily basis. It is
the automation that makes it very attractive for
modern companies. Themain disadvantage of this
model is, however, the fact that not everything
can be calculated automatically, which in practice
leads to the degradation of theA-MorM-Amodels.
Themain advantage, on the other hand, is the abil-
ity to provide status assessment continuously; thus
enabling the development of information radiators
or dashboards spreading information across the
project team. Examples of this type of reporting
can be found at such companies as Ericsson.

The set of models used in this study as the
theoretical framework, allowed to clearly identify
the patterns KPI use. The way of updating KPIs
in these models allowed also to identify the pos-
sibility of visualizing the status in the long run –
potential for the development of dashboards.

3. Case study design

This section describes the design of the study,
following the guidelines by Runeson et al. [17].

3.1. Research questions

The following research question were addressed
– How are KPIs for monitoring project progress
used in practice in a large product development
organization? In order to address the question,
a number of organizations within the Volvo Car
Group were studied – they were involved in
product development, manufacturing engineer-
ing, provisioning of parts for production and
contract management. The study encompassed
twelve projects and focused on such aspects of
reporting as:
– How are KPIs defined? – to understand the

structure of KPIs used in industry.
– How often are KPIs reported in practice? –

to explore the frequency and thus the cost
of reporting KPIs, and to understand how
timely the KPI information is provided.

– Who is responsible for reporting and acting
upon the definitions of KPIs? – to under-
stand the stakeholders in the process of KPI
reporting and decision making.

– How can we statistically identify dependen-
cies between KPIs? – to explore whether KPIs
are independent from one another, and there-
fore to understand whether the number of
KPIs is sufficient or too extensive.

– Is there a difference between software-related
KPIs and non-software-related KPIs? – to ex-
plore whether the software development KPIs
are reported differently than the non-software
development ones.
Exploring these questions, provides a possi-

bility to understand whether there is a minimum
viable set of KPIs to be used in a project, and
how to construct a dashboard for visualizing the
status of the development in an automated way.
For example, in order to construct a real-time
dashboard as advocated by Azvine et al. in the
context of telecommunication industry [18]. Un-
derstanding whether the status of a KPI (or its
colour) is usually set using quantitative data from
source systems, provides us with a possibility to
automate the process of setting the KPI status
and thus decrease the cost of project monitoring
without a decrease in its quality.

Understanding how KPIs are used in prac-
tice requires a combination of analyses of data
from different sources and, therefore, two differ-
ent sources of data collection were triangulated
– documents at the company (in the form of
a project status reporting tool) and interviews
with stakeholders who report on the progress.

3.2. Case and subject selection

The study presented in this paper was conducted
over a period of six months. The research was
done based on interviews with stakeholders at
multiple units of the company – Electrical Sys-
tem and Electrical Propulsion, Powertrain, Chas-
sis, Purchasing and Manufacturing Engineering.
The interviews are complemented with the sta-
tistical analyses of historical KPI change data
from finished and ongoing projects. The statis-
tical analyses are done based on constructing
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Figure 1. KPI reporting models

co-dependencies, co-change models of KPIs for
the selected set of 12 projects.

The projects are selected based on their
characteristics – from minor year-model update
projects to large complete new vehicle platform
projects. The aim was to cover a variety of
projects. Table 1 summarizes the characteristics
of each project.

The minor model update projects are usually
limited to the updates of vehicle parts in this
study called disciplines1 (e.g. new infotainment
software, engine control software update), and
therefore are limited in scope, but not in the
process as all process steps need to be conducted.
Studying the smaller projects helps to establish
the minimum number of KPIs , whereas study-
ing the large projects allowed to understand how
many KPIs are required in large projects. In the
table, the number of KPIs as a proxy for the size
of the project is used, because in these analyses
defined the number of KPIs to correlate with
such project parameters as project length, effort
and cost.

The number of KPIs reflects the size of the
project as larger projects tend to require more
monitoring and control than smaller ones. There-
fore, project B is the largest one, both in terms
of the number of KPIs and the size (confirmed
through interviews). Project A is in the middle of

the size spectrum (386 KPIs in the set of 252–552
KPIs) and was chosen as a good pilot project to
study in detail; the data from this project was
used as examples in Section 4. The industrial
partners in the research provided this information
and also showed evidence for that. However, these
numbers cannot be reported outside the company.

For the interviews, the subjects were selected
based on their experience. All subjects had had
over 10 years of experience in project manage-
ment and also in managing software and car
development projects at the studied company.
Each of the subjects was recommended by his or
her manager as the most knowledgeable person
in that area. All subjects were involved in the
subset of the projects studied, although not all
respondents were involved in all projects.

3.3. Data collection procedures

This research study was divided into four dis-
tinct parts, as presented in Figure 2 – statistical
analysis of the co-changes of KPIs and interviews
about using KPIs and future needs.

Figure 3 presents an overview of the research
process for the statistical KPI co-change analysis.
The process comprises four steps – starting from
the exporting of the KPI change data from the
database and finishing with the prioritization of

1Disciplines are the parts of development, e.g. active safety systems development, engine development, powertrain
electronic control unit development, new production line development.
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Table 1. Main characteristics of the projects studied

Project KPIs Characteristics
Project A (pilot) 386 Minor year model update of a mature car model. Development done on a single

site, includes all disciplines.
Project B 552 New platform development project. Development done on a single site, includes

all disciplines.
Project C 396 New functionality development for an existing platform. Single site, including

a subset of disciplines.
Project D 382 New functionality development project. Development done on a single site,

includes few disciplines only.
Project E 257 New functionality development project. Development done on a single site,

includes few disciplines only.
Project F 442 New engine development project. Development done on a single site, includes

few disciplines only.
Project G 305 New functionality development project. Development done on a single site,

includes a subset of disciplines only.
Project H 252 New functionality development project. Development done on a single site,

includes few disciplines only.
Project I 421 New functionality development project. Development done on a single site,

includes few disciplines only.
Project J 342 New functionality development project. Development done on multiple sites,

includes all disciplines.
Project K 494 New functionality development project. Development done on a single site

(different than projects A–J), includes few disciplines only.
Project L 431 New engine development project. Similar to project F, but on a different engine.

Development done on a single site, includes few disciplines only.

Co‐changing
KPIs

Statistical co‐change
analyses

Usage
patterns

Interview about using KPIs 
and future needs

How
automated
can we be?

Pilot study on reporting vs. 
qualitative trends

Summary

Figure 2. Overview of the research design

candidate KPIs to remove. As shown in the figure,
the export of the data from the database in step
1 results in one KPI change per project, and the
analyses in step 1 and step 2 are conducted per
project. The analyses in step 3 and step 4 are
done for all projects, by consolidating the results
from each individual project.

In step 1, the exports result in text files
(.csv) with the change analyses in the format:
<kpi name, value, change date>. Grouping these
changes results in the statistics of how often each
KPI changed together with another KPI.

The interviews were conducted with 12 differ-
ent respondents – project managers (1 person),
sub-project managers (6), unit project managers
(4) and quality responsible (1 person). Each of
these people represented a different department
at the Volvo Car Group, and each worked with
a number of different projects (including the set of
projects in our sample). They represented depart-
ments responsible for powertrain development,
purchasing, quality management, electrical sys-
tem development (including software) and interior
development. The following questions were asked:
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Figure 3. Overview of the statistical analyses

– Which elements of the construction are you
responsible for?

– What is the main focus of your work with
KPIs?

– Howdo you updateKPIs today? – daily, before
the milestone or another frequency?

– When do you discuss the status of the indica-
tors and with whom?

– Which of your indicators are “automatically”
imported from other systems?
For each question, the answers were discussed.

We also asked about the dependencies between
KPIs, their definitions, asked for an exemplifi-
cation of how the stakeholders work with the
persons who define the KPIs.

3.4. Analysis procedures

The first analysis of the patterns of changing
KPIs was done by visualizing the changes using
a heatmap [19], [20], which is a graphical repre-
sentation of contingency tables. The heatmaps
allow us to:
– identify KPIs which frequently change in the

project,
– identify which KPIs change only at a partic-

ular point of time, and
– check if progress reporting is done continu-

ously or periodically.

when a stakeholder actively updated the status
of the KPI, which means that there is an up-
date event in the database where the KPI status
was updated. Process-wise, this corresponds to
the situation when a stakeholder needs to make
an active assessment of the value of the KPI.
He/she sees a notification on his dashboard and
should make an active choice (even if it is only
to confirm that the status is the same (e.g. still
“green”). This means that the project manager
at a higher level has confidence that KPIs status
is up-to-date.

A co-change was defined as the update of two
KPIs in the same period of time – in this case
during one day.

These patterns are used for further analyses
of co-changes and quantifying these changes as
percentage. The dependencies are identified using
the method developed in the previous research of
the authors to monitor co-dependencies in soft-
ware modules [21], using the co-change model
presented in Figure 4.

The figure presents the lifeline of one assign-
ment (e.g. a project) with the changes in KPIs.
Two KPIs are considered as potentially depen-
dent on one another if they change within the
same day in the majority of days. For example,
if KPI-A changes 10 times during the period

The change in a KPI was defined as an event
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Figure 4. KPI dependency analysis model

of 10 days (once a day), and KPI-B changes 8
times during the period of the same 10 days, then
these two KPIs can be considered as 80% depen-
dent. This kind of analysis allowed to identify
superfluous KPIs and to understand potential
dependencies between them.

After calculating these dependencies in a sin-
gle project, the dependencies were summarized
for all studied projects. In this way, dependency
pairs were obtained for all projects. In order
to sort the changing KPIs, the PRE(x) func-
tion, which is defined as a percentage of the
projects which have a co-dependency of strength
x or more, was used. However, there could be
cases when a KPI is available only in one or two
projects. In such a case the AV(x) function was
used as another criterion. The AV function is
defined as the percentage of the projects where
a KPI is used. For the analysis purposes PRE(75)
and AV with the cut-off point of 33% (dvs. KPIs
present in at least 33% of the projects) were used.

The data from the interviews was analysed by
the main author of this study using coding. The
results were discussed with the reference group
for the project consisting of the other co-authors,
two line managers and two experts at the com-
pany.

4. Results

This section presents study findings structured
by research question.

4.1. How are KPIs defined?

The definition of KPIs consists of two parts –
the measurement method describing how to col-
lect the data for a given KPI and the decision
criteria describing how to set the colour of the
KPI (red, yellow or green). This means that the

definition corresponds to the groups of activities
prescribed by the theoretical framework adopted
in this study (Section 2 – extraction and analysis).
The KPIs are visualized using a web portal, as
presented in Figure 5.

It was found that the measurement method
for the KPIs could be defined in two ways:
– measuring that an activity has been per-

formed (digital answer yes or no) – for exam-
ple that a review of requirements has been
performed, or

– counting the number of elements of a given
type – for example how many defects of a spe-
cific type were discovered
These two measurement methods correspond

to two models M-A and A-M. Both include the
evaluation source systems before reporting a KPI
– one is done automatically by extracting infor-
mation (counting the number of elements) and
the other one is the measurement that an activity
has been performed (digital answer).

It was have found that these two measure-
ment methods (and thus the reporting models)
are used interchangeably, but their frequency
changes over time. In the early stages of the
project, it is common to use KPIs measuring the
performance of an activity. In the late stages
of the project it is more common to use KPIs
representing the count of product elements – how
ready the project is for release.

During the interviews, it was found that this
transition from the reporting of activity progress
to the reporting of product readiness is common
throughout the project. Counting a number of
elements is used for product-related KPIs, as it
is easier to count elements that are “ready” or
“tested” towards the end of the project (where the
product becomes more tangible for the project).
The process related KPIs showed that an activ-
ity was performed and therefore they were more
common towards the beginning of the project.
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Figure 5. Web interface for status reporting

An example of the process-related KPI, which
is calculated by measuring whether an activity
has been performed, is the Requirement reviewed
KPI for one of the early milestones in the project.
The KPI has a colour set to green when all re-
quirements are reviewed, to yellow when not all
requirements are reviewed but there is a plan
how to review all requirements and red when
not all requirements are reviewed but there is no
plan how to achieve them.

An example of the product-related KPI is the
software product quality KPI. The KPI is calcu-
lated by counting defects which have a certain
severity. The rules for setting the colours of the
indicator depend on the phase of the project. Al-
though it is calculated only in the last milestones
of the project, the criteria for setting the values
include the severity of defects and the number
of defects. A criterion for setting red at one of
the milestones for this indicator is:
– Green: number of defects with Severity 1, 2,

3, and 4 is 0 in status New or Open.
– Yellow: not meeting the target but with

agreed plan in place to achieve target.
– Red: number of defects with Severity 1, 2,

3, and 4 is more than 0 in status New or
Open or any (Severity 1, 2, 3, and 4) Passed
Requested Target series.
The second type of KPIs – based on counting

the number of the elements of a specific kind –
are more quantitative in nature and that criteria

for setting the colours (levels) of the KPI are
clearer than for the first type of KPIs – based on
measuring that an activity has been performed.

The interviews allowed to establish that the
KPIs of these two kinds are mixed and that there
is a need for more alignment. The interviewees
also mentioned that having both types of the
KPIs makes it difficult to visualize the status of
the project at a specific moment – as some of
the “greens” never change (performance of an
activity) and some of the “greens” might change
over time (number of defects).

4.1.1. An example of a product-related KPI –
Software Product Quality

This KPI uses a defect tracking database as the
source system. The summary of both the number
of KPI updates per week (the top chart in the
figure) and the data in the source system (the
bottom chart in the figure), is presented in one
diagram in Figure 6.

The colours of the bars in the top chart indi-
cate the colour of the KPI reported. The colours
of the bars in the bottom chart in the figure
indicate the different status of the open defects
in the database. The lines in the bottom chart
show the cumulative number of defects reported
in the entire project.

The criteria for setting KPI colours are re-
lated to the timing and the number of open
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Figure 6. Comparison of updates of KPI and the underlying data from source system
(defect reporting database). The vertical lines show alignment in time. Due to the sensitivity of

the data the scales have been removed

(non-resolved) defects. For example, in order to
set the status to yellow, there should be at least
one newly reported defect after a specific mile-
stone in the project. In order to set the status
to red, the newly reported defects have to come
after yet another (later) milestone. This is the
case in this pilot project and our interviews have
confirmed that the colours of the KPIs for this
indicator are indeed set based on these criteria.

Since these criteria are so well defined, in
terms of measurable quantities (number of de-
fects in a specific status and milestone), KPI
reporting could be supported by the pre-setting
of the status of the KPI; thus, reducing the bur-
den of searching for data for the sub-project
managers.

4.2. How often are the KPIs reported
in practice?

In order to study the patterns of KPI changes per
week, a contingency table which summarized the
number of KPI changes per week was calculated.
Their visualisation was made using heatmaps,
as it is shown in Figure 7. As the figure shows
there are visible “vertical” lines where a set of
KPIs changes the status. This indicates that

the project management focuses on “milestones”
when reporting KPIs to the database. This find-
ing was also confirmed in the interviews. The
reasons for this can be the lack of use of the
KPIs between the milestones, and the need to
prioritize other assignments.

During the interviews, it was also found that,
given the non-continuous update of KPIs, it is
difficult to obtain the overview of the current
status. If a vertical line is drawn in the figure –
a snapshot, it is not clear how “old” the status
of each of the KPIs is.

To summarize the data, a histogram of the
percentage of KPIs that change over one week
was used, as presented in Figure 8.

Figure 9 shows the frequencies of KPI changes
per week. Each row represents a project and each
column represents the percentage of KPIs that
changed per week. Each bar represents the num-
ber of weeks when a given percentage of KPIs
changed.

As shown in the figure, there is no project
where over 60% of KPIs changed and in the
majority of weeks less than 10% of KPIs were
changed. This shows that model A is not ap-
plied at the company as it is characterized by
the continuous update of KPIs. During the in-
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Figure 7. Frequency of reporting KPIs per week. Each row is one KPI and each column is one week;
the intensity of the color indicates how often the KPI was updated during given week

94

28

10
2 0 0 0 0 0 00

10
20
30
40
50
60
70
80
90
100

10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Figure 8. Histogram over the frequency of changes per week – each bar represents the number of weeks

when the given percentage of KPIs changed

terviews it was found that model M is not ap-
plied either, as KPIs are calculated based on
the data from source systems (e.g. requirements
database, project planning tools). The intervie-
wees explained that, depending on the indicator,
they apply either model M-A or A-M.

At the beginning of the project, it often oc-
curs that model M-A dominates, as the KPIs
used at the beginning focus on tracking activi-
ties; whereas towards the end of the project it
is model A-M which dominates, as the product
data is often used for KPI calculation.
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Figure 9. Frequencies of KPI changes in all studied projects

The interviews showed that this milestone-ori-
entation was common – all interviewees sup-
ported that. They also indicated that one al-
ways needs to comment on the “red” status and
therefore the list of risks is an important comple-
mentary tool. Each risk can be linked to a KPI
and the risks are discussed during project status
meetings.

The interviewees showed that, in practice,
model A-M was challenging as it was difficult to
assess the status of continuously changing data.
In the cases of continuously changing data, one
needs a fully automated model A to keep the
pace of status assessment.

Another challenge identified, which requires
the automated model A, is the fact that data
import from source systems can be out-of-sync
due to the large complexity of the source sys-
tems. Interdependencies between systems make
it difficult to import all the data at once, and
therefore the imports have varying frequency –
which makes it difficult to make manual assess-
ments (one does not know exactly how “fresh”

the numbers are, i.e. has the data of low timeli-
ness).

4.3. Who is responsible for reporting
and acting upon KPI definitions?

The interviews showed that KPIs are reported
by project managers and their sub-managers.
However, they are always approved by the line
managers or the project management team.

The sub-project and unit project managers
are responsible for the assessment of KPIs (set-
ting the colour based on the criteria) and for
presenting them for the main project manager.
When they make the assessment of a KPI, they
present their assessment to the line managers
of their respective unit or group. The manager
approves or adjusts KPI assessment. It was found
that it was formally the manager (in all cases),
who was responsible for a given KPI.

After the approval of a KPI by the manager,
it is the sub-project or unit project manager
(depending on the level), who presents the KPI
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to the subsequent higher level. Sub-project man-
agers present KPIs to unit project managers and
the unit project managers present KPIs to the
main project manager.

The total project status is presented by the
main project manager to a project steering group.
The project steering group is the outmost respon-
sible body for the project and can make such
decisions as increasing the funding of the project,
if needed.

4.4. Which KPIs are co-dependent on
one another?

In this analysis the co-change analysis was used.
When presenting the results, however, KPIs are
listed based on two parameters according to the
research methodology described in Section 3:
– PRE(x) function which is defined as a percent-

age of projects in which the co-dependency
of strength x or more occurs, and

– AV function which is defined as a percentage
of projects where a KPI is used.
Together with the company stakeholders, the

authors identified the thresholds for these two
functions to be: PRE(75) = 100% (meaning that
in all projects where the KPI pair is present the
strength of dependency is 75%) and AV = 33%
(meaning that a KPI pair is present in at least
33% of the studied projects, i.e. 4 projects). The
application of these functions to the data set
(over 244 000 pairs of KPIs) showed that there
were 75 pairs that were manually reviewed by
the stakeholders to establish if they overlapped.
Eight (8) pairs were found to be dependent on
each other, 27 pairs were assigned for further
investigation to test if the statistical dependency
can be confirmed by experts, 3 pairs were al-
ready removed (after the end of the projects and
before the end of the study) and 37 pairs were
found to be false positives. The 37 KPIs which
were found to be false positives were present in
only 4 projects, whereas the eight pairs found
to be co-dependent were found in all 12 studied
projects. The 27 pairs assigned for further inves-
tigation were found in between 5 and 9 projects
from the 12 projects sample.

The interviews revealed that the majority of
the KPIs in the list of 75 KPIs were progress
indicators. These progress indicators were used
to indicate that sets of activities were successfully
conducted based on the set of pre-defined quality
criteria.

During the interviews, it was found that the
KPIs which are related to a specific deadline
were usually reported in the period of four weeks
before the milestone until one week after the mile-
stone. The four weeks period allows the project
(and subproject/unit project managers) to fo-
cus on the goal and report the KPIs which are
important for assessing the completion of the
milestone.

4.5. Is there a difference between
software-related KPIs and
non-software-related KPIs?

This analysis, allowed to identify which KPIs
were software-related, apart from this a correla-
tion analysis between the software-related and
non-software-related KPIs was conducted. The
correlated elements were the trends in the report-
ing of these KPIs. As a result, 20 KPIs to be
related to software development activities were
identified. Once these software-related KPIs were
identified, they were added to the changes so as
to create a time series for these changes. Then
the same analysis was performed for the other,
non-software-related KPIs. An example of this
chart is presented in Figure 10.

The diagram indicates that the changes in
the KPIs per week follow the same trend. In par-
ticular, the visual analysis shows that the peaks
in the number of KPIs reported happen at the
same time. The Pearson correlation coefficient
for these two series is 0.69, which is a strong
correlation.

It can be observed that the peaks in the num-
ber of KPI changes is similar. However, it can also
be observed that the software-related KPIs have
more peaks. This can be explained by the fact
that the software-related KPIs have higher sim-
ilarity to each other than non-software-related
KPIs. The non-software-related KPIs contain



230 Miroslaw Staron, Kent Niesel, Niclas Bauman

Figure 10. Changes in software-related and non-software-related KPIs per week

all other disciplines (except for software), which
explains the lower similarity in that group.

Table 2 presents the results of the correlation
analysis for all studied projects.
Table 2. Pearson correlation coefficients for time
series of number of changes in KPI values for
software-related vs. non-software-related KPIs

Project KPIs Correlation
Project A (pilot) 386 0.69
Project B 552 0.69
Project C 396 0.65
Project D 382 0.73
Project E 257 0.86
Project F 442 0.83
Project G 305 0.73
Project H 252 0.72
Project I 421 0.61
Project J 342 0.63
Project K 494 0.84
Project L 431 0.86

The table shows high correlations, which
means that the trends are similar. This in turn
means that the reporting of software-related
KPIs is similar to the non-software-related KPIs.

4.6. Summary – How are KPIs for
monitoring project progress used in
practice in a large product
development organization?

Based on the results, the following trends in KPI
use were observed:
1. The definition is standardized using three

levels – red, yellow, green.
2. The trend in reporting software-related KPIs

is similar to the trend in reporting non-soft-
ware-related KPIs.

3. The definition of each of the levels is based on
the ability to act upon the problems indicated
by the KPI – if the status is yellow, then the
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responsible project manager has a plan how
to get back on track before the next mile-
stone; if the level is red, then the project
manager registers the risks in the qualitative
description of risks.

4. There is some progress from process-oriented
to product-oriented KPIs over the project
time – at the beginning of the project, when
no product is ready yet, the control of KPIs
whose activities have been performed (e.g.
requirement reviews are completed). At the
end of the project, when there is a prod-
uct, KPIs monitor if the product is ready
for release (e.g. that all ECUs are tested to
100%).

5. The reporting of KPIs is done based on mile-
stones – unlike the standard software de-
velopment projects, KPIs are used to check
whether a project has achieved the degree of
readiness required to move to another phase
(e.g. whether all software components for an
ECU are ready to be tested in a simulated
environment).

6. The responsibility for the development of
a KPI is given to measurement champions
who have the necessary knowledge about the
domain and the specifics of the product.

7. The responsibility for the reporting of KPI
value is given to the project managers at
different levels as they are responsible for
ensuring that the product and project follow
the set resources.

8. The responsibility for the formal approval of
the KPI status is given to the line managers
of relevant organizations, as they have the
responsibility for resources in a company.
The above items show that project manage-

ment in the automotive sector, including embed-
ded software projects, follows the classical, gate-
and milestone-oriented principles. According to
these principles, planning and following the plan
are central.

The fact that the number of KPIs is between
252 and 552 shows that the complexity of the
development is too high to change to the continu-
ous reporting of KPIs. Therefore, there is a need
to combine manual assessment with automated
data provisioning from source systems.

4.7. Validity analysis

In this paper the framework of Wohlin et al. [22]
and a more recent framework by Runeson et al.
[17] were followed in evaluating the validity of
the research.

The main threat to the external validity is the
fact that only one company is studied – Volvo Car
Group. Single-case studies can risk bias towards
informants or the context. However, the authors
believe that a broad sample of projects helps
to increase the external validity at least beyond
one project. This study is also considered an
important contribution to the studies of software
development as part of a larger context – car
development.

The main threat to the construct validity is
the potential mono-operation bias as the study
was conducted at a single company only. In order
to minimize this threat by diversifying the project
sample – the authors chose a sample of 12 projects
with different characteristics, scopes and project
teams. Another threat which was minimized is
the mono-method bias – using a single measure
of co-dependency. It was minimized by using the
same measure as in the previous studies where
the validity of finding co-dependencies was estab-
lished (although for a different type of a measured
entity). Finally, another identified threat related
to the measurement of co-change was the fact that
some co-changes are purely random. To minimize
the threat, the PRE(x) and AV(x) functions were
used to set thresholds to reduce the probability of
capturing a random change as a valid co-change. It
was also taken into account that the stakeholders
do not update the status of a KPI when the value
changes and the status remains the same (e.g.
“red”).This is a threat that could not beminimized
as there was no measurement method to capture
this situation, however, it was established that this
situation seldom occurred in the studied company.

Using the theoretical model, shown in Fig-
ure 1, the study was constructed in such a way
that each answer was coded based on the ele-
ments of the model. This introduced the risk
of missing important information, which was
limited when using alternative methods (e.g.
grounded theory). However, the model was cho-
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sen as interviews were to be used as a triangula-
tion method to the quantitative data analysis.

In this study the risks related to the inter-
nal validity and reliability were to be minimised.
Therefore, the triangulation of data collection
methods, i.e. statistical and archival analyses
(KPI data from the database) and interviews,
was used. The triangulation allowed to check
the root causes of the patterns visible in the
statistical analyses – e.g. identifying potential
causes of KPIs being co-dependent.

In general the main threat to the conclusion
validity of such studies as the one presented in
this paper – identifying co-dependencies in nu-
merical data sets – is drawing conclusions based
only on statistics. Thus, it was decided to trian-
gulate the data sources (document analysis and
interviews) and these triangulated interviewees
and their roles (multiple organizations within
Volvo Car Group and multiple roles) were used.
The triangulation also minimized the risk that
the results would be biased or would represent
a specific part of the organization.

Since interviews were used in the study, the
authors are aware of the conclusion validity
threats related to overinterpretation. In order
to minimize these threats, the findings were con-
firmed during a workshop with all the intervie-
wees and in another workshop with a reference
group for the project (consisting of technical
experts and managers).

5. Related work

In a recent study Todorovic et al. [23] explored the
types of KPIs which can be found in organizations
focused on projects. They found, which was con-
firmed in this study, that there are such types of
KPIs which are related to progress and such that
are related to performance and that the latter are
more challenging. It can be thus concluded that
the theoretical models, published in software en-
gineering literature about KPIs, need extensions
to improve the formulas by adding uncertainty
components or temporal aspects, or both. In
a recent study, Todorovic et al. [23] identified the
properties of KPIs which are important for this

study, too – a KPI being actionable and measure-
able. In their study Todorovic also postulated the
fact that there is a difference between measures
and KPIs which corresponds to a similar differ-
ence between progress KPIs and performance
KPIs. The latter are naturally important, but
as Todorovic et al. state, also very challenging
because in the project oriented organizations the
progress KPIs tend to be the most common ones.
However, even though it could be observed that in
practice the theoretical framework of Todorovic et
al. can be applied, their models, however, cannot
because the models are based on the assumptions
that there is a known and updated status at the
moment when the model is applied.

Pilgoret [24] lists a number of KPIs which are
important for modern project managers. The list
includes both process and performance KPIs, but
does not show when and how the KPIs should
be reported. In this study new evidence showing
that not all KPIs are equal and that they are
reported only when necessary is provided. The
evidence that KPIs are not reported continuously
and at the same time they are reported more than
once per project means that there is a change in
the way in which KPI are traditionally used. An
example of such a study is the study of Pilorget
[24] who shows the estimations of a number of
KPIs (although much smaller than the number
found in our study) used only once during the
project. Since the KPIs change and get updated,
methodologies like this need to be adjusted to
support more continuous re-evaluation of the
project status value and should include the tem-
poral component – how “old” or “stable” the
data in the KPIs is.

Colin and Vanhoucke [25] presented a re-
cent study on statistical performance control
approaches for project monitoring. The results
recognized the challenges with continuous mon-
itoring of project status with KPIs, which is
addressed in this work.

The use of KPIs is very common in the field
of corporate performance measurement and the
predictions are that it will become even more
important[3]. In the interview with the main ex-
perts behind the Balanced Scorecard approach,
this trend becomes even more evident. Therefore,
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in this study we intended to explore the use of
KPIs in practice, and explore what the industrial
trends in this area are.

In a study by Jaafari [26], the challenges with
milestone-based project reporting were recog-
nized. The evaluation of the presented PH-Check
approach in the industrial context showed that
the milestone-based assessment leads to efficient
identification of shortcomings, and provide the
ability for stakeholders to react. This positive
view of the milestone-based reporting is shared by
some of the interviewees in the presented study.

As the modern product development evolves,
so do the practices related to it. In a recent
study of how the golden triangle in project man-
agement is perceived on the lowest levels of the
organization, Drury-Grogan [27] found that quan-
titative information is of less value for lower lev-
els. Instead, the consensus and understanding
of project goals become more important as the
responsibilities of development teams increase.
For cross-functional software development teams,
as Drury-Grogan found, the product is of more
focus than the project. This study also aimed
at understandnding whether these findings were
valid for car development projects, too.

The rationale behind this study was to follow
up on the study of Steyn and Stoker [4], who
found that there was a significant difference be-
tween the performance of projects, depending
on which project measurement methodology was
chosen. They found that measuring such param-
eters as contingency task allowance can increase
project performance. Although limited to a small
number of measures, the study shed light on
the use of measurement methodology which can
make a difference in projects. Therefore, it was
decided to study the practice of how the measures
(in this case KPIs) are used and when they are
reported. In the light of the research of Steyn
and Stoker [4], it could be concluded that it is
perhaps not the use of measures as such but the
use of measures related to organizational goals
(in the same sense as Todorovic et al.’s study) can
make a difference. It was found that performance
oriented KPIs stimulate goal orientation and can
be (in principle) updated continuously which
increases the probability of project success. This

means that in project management measurement
the separation of these two concerns – progress
and performance oriented KPIs reporting should
be postulated.

Raymond and Bergeron [28] surveyed 39
project managers with regards to the effects of
the use of reporting systems in project manage-
ment. The results showed that the use of project
management information systems improved the
efficiency and effectiveness of managerial tasks in
projects. These results were important as an in-
put to discussions with the industrial partners in
this study, and were confirmed in this research –
these kinds of information systems provide value.
However, it was found that it is important to find
the right balance between the cost of reporting
and the value obtained.

Marques et al. [29] presented a method for
aggregating the status of KPIs (and metrics) in
complex products. Their case study illustrated
how feasible aggregation is in practice. Marques
et al.’s approach is an alternative to the use of
multiple KPIs at the total project level, which is
the case in the studied company.

In our previous work, the use of KPIs was
studied in software development organizations,
exemplified by Ericsson [30], [31]. The findings
showed that the number of KPIs can be small
and that the automation is the key aspect. The
results from the study, presented in this paper,
contradict the results from the previous studies
– lower degree of automation and larger num-
ber of indicators. This can be explained by the
fact that the previous studies investigated soft-
ware development projects, whereas this study
investigated both software and non-software de-
velopment projects, as car development projects
combine significantly more disciplines than soft-
ware development projects.

Sanchez and Robert [32] provided a framework
for defining KPIs, where they combine standard
KPIs, such as the earned-value indicator with
indicators related to risk management. As a result
of the analysis of the pattern of reporting risks
in the studied projects, this case study provides
evidence that this kind of combination is very
much needed, as the risk-view of the KPI provides
a more complete view on project performance.
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Choosing a set of metrics and KPIs for moni-
toring f projects was also studied in the Nether-
lands [33], with results showing that the most
important determinant of the success of KPIs
adoption is the behaviour of the organization.
The studied organizations identified a gap be-
tween the research and development function
and the R&D department’s responsibility, which
can be observed in the studied projects – the
discrepancy between the process and project.

The quality of KPIs was also studied in a num-
ber of contexts, and, as a result, an interesting
study was by Spangenberg and Göhlich [34], who
studied how to construct the roadmaps of mecha-
tronic software systems using KPIs. In their
context of transportation systems, technology
readiness levels were combined with goal-oriented
KPIs, such as carbon dioxide emissions, in order
to allow the simulation of project outcomes. The
presented study provides evidence that this kind
of goal needs a change in the mindset of project
management, as KPIs are progress oriented at
the beginning of the project. However, this kind
of simulations are theoretically possible towards
the end of the project, where the focus shifts
towards product-oriented KPIs.

Lainhart et al. described the methodology
for software project governance – COBIT, [35] –
which provides a holistic approach to managing
software projects. Our work provides evidence
that milestone-oriented project monitoring (as
described in the COBIT processes part) is an
important industrial practice.

Finally, this work can be considered an input
to planning measurement programs using frame-
works, such as GQM+Strategies, [36], [37]. They
help to establish and evolve measurement pro-
grams by defining KPIs and relating them to com-
pany strategies. Our findings, that KPIs are used
when assessingmilestones, canbe an input to defin-
ing KPIs which are to be used in the way familiar
to the automotive software engineering industry.

6. Conclusions and further work

This study explored the question of how KPIs for
monitoring project progress are used in practice
in a large product development organization. The

study encompassed the analysis of how KPIs are
used in practice by investigating 12 car develop-
ment projects at the Volvo Car Group. Interviews
and statistical co-dependency analyses were used
to explore how many KPIs exist and how often
they are reported. The reference for the analysis
were four theoretical models.

The results show that the number of KPIs
used in projects oscillates between 252 and 552
and captures the complexity of the product as
well as the complexity of the project to develop
it. Over time the projects change the focus from
activities (i.e. what has been done in the project)
to product readiness (i.e. what needs to be done
in order for the product to be ready for launch).
The number, diversity, frequency of updates and
the change of focus over time show that the
studied company is very mature in the use of
KPIs. The results from these investigations sup-
ported the company in identifying KPIs which
can be dependent on one another (a situation
quite possible in such a large data set).

The KPIs for embedded software develop-
ment are correlated with other KPIs. This implies
that, regardless of the applied software develop-
ment methodology, progress reporting can follow
the standard, milestone-oriented progress report-
ing. It means that companies have some flexibil-
ity in changing their ways-of-working within the
given frames of strict non-software development
projects.

Our further work is an in-depth study to op-
timize the set of reusable KPIs for an embedded
software development project, and to evaluate
its feasibility on more cases. This optimal set
would help managers to benchmark the projects
against each other, quantifying the performance
of the project portfolio over time.
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Abstract
Background: In large-scale corporations in the software engineering context information overload
problems occur as stakeholders continuously produce useful information on process life-cycle issues,
matters related to specific products under development, etc. Information overload makes finding
relevant information (e.g., how did the company apply the requirements process for product X?)
challenging, which is in the primary focus of this paper.
Contribution: In this study the authors aimed at evaluating the ease of implementing a semantic
knowledge management system at Ericsson, including the essential components of such systems
(such as text processing, ontologies, semantic annotation and semantic search). Thereafter, feedback
on the usefulness of the system was collected from practitioners.
Method: A single case study was conducted at a development site of Ericsson AB in Sweden.
Results: It was found that semantic knowledge management systems are challenging to implement,
this refers in particular to the implementation and integration of ontologies. Specific ontologies for
structuring and filtering are essential, such as domain ontologies and ontologies distinct to the
organization.
Conclusion: To be readily adopted and transferable to practice, desired ontologies need to be
implemented and integrated into semantic knowledge management frameworks with ease, given
that the desired ontologies are dependent on organizations and domains.

Keywords: knowledge management, information overload, case study, semantic web

1. Introduction

One of the main challenges for large-scale orga-
nizations is the high number of stakeholders [1].
They all provide/produce information and knowl-
edge and, as a result, increase the amount of
information. Besides, many stakeholders are not
known to others as organizations grow; thus, the
holders of specific pieces of knowledge are not
known. Therefore, a significant problem occurs
related to the communication and coordination
between these stakeholders [2]. A solution offer-
ing assistance in overcoming these problems is

knowledge management, i.e. the process of acquir-
ing or creating knowledge, transforming it into
a reusable form, and maintaining, finding and
reusing it [3, 4]. Most of the current knowledge
management systems use keyword-based search
models that rely on words’ lexical forms, rather
than the meanings of the words [5]. However,
these search mechanisms do not always satisfy
the needs of users in terms of the precision of ob-
tained results [6, 7]. In consequence, people who
exchange information with each other face the
problem of information overload due to the high
number of available documents and information
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[8–11], i.e. more relevant information than one
can assimilate is available [12].

“Semantic Information Retrieval”, also re-
ferred to as “Semantic Search” [13], has been
proposed to address the information overload
issue. Semantic search refers to retrieving in-
formation based on the interpretations of the
meanings of words [6]. Traditionally, there are
classical information-retrieval models [14] that
are aimed to find the most relevant document for
a given query. The models estimate the relevance
of documents and rank them via probabilistic
methods, such as the Bayes classifier model [15]
and the vector space model [16]. However, these
models retrieve textual information based on the
words’ lexical forms, not their meanings. Hence,
there is a problem of many irrelevant search
outputs as a result of the ambiguity of words.
A word can have more than one meaning, or
many words can describe the same meaning. In
these cases, the results might be either irrelevant
or insufficient [5, 7, 17]. There are also statistical
approaches such as classifying and clustering,
which are aimed to overcome these problems by
relying on the statistical occurrences of the words
[18]. These methods have been successful in some
cases in increasing the hit rate during search-
ing [19]. However, the semantic search goes one
step beyond these approaches by enabling com-
plex queries and retrieving extracted knowledge
from the processed information sources. This
way, users can search for meaningful queries in-
stead of textual strings and, in addition to this,
automated tasks can process information with
a certain level of understanding [17].

There have been several studies that apply
semantic technologies to the software engineering
domain to conceptualize and organize the knowl-
edge (e.g., [20–22]). These studies focused on
different artefacts of the software development
life-cycle (e.g., requirements and architectural
assets). However, there are only a few examples
that aim at organizing the existing knowledge
to enhance knowledge reuse within a knowledge
management system, where users share docu-
ments for the use of others [23,24]. These systems
(e.g., blogs, forums, document repositories) are
crucial to software engineers for utilizing the

existing information by finding a relevant shared
document and overcoming problems related to
information overload [8, 25].

There is a lack of information how to im-
plement and adopt semantic knowledge man-
agement solutions in an organization with no
previous experience. Semantic knowledge man-
agement systems integrate different aspects (such
as semantic annotation, querying, entity ranking,
etc.) into an overall system. However, having an
integrated solution also makes one less flexible
as it is not so easy to simply exchange/expand
ontologies as experienced in our study. Current
research focuses on presenting final solutions and
the ideas behind them but not the ways to make
these solutions work [17,26,27]. Hence, there is
a need to study the process of adopting semantic
systems as the experience gathered from here
would be valuable for similar adopters to un-
derstand the advantages, costs, and limitations
of these systems. Given the high amount of in-
formation in documents, a more precise search
possibility as well as a more natural way of an-
notating information could be useful, which is
provided by semantic knowledge management
systems. Though, for this to work, it must be
feasible to implement and also be perceived as
useful, which falls within the scope of this work.

Why to investigate a semantic ap-
proach as the information retrieval ap-
proach? The semantic approach not only offers
solutions for achieving precision (number of rel-
evant results compared to all retrieved results)
and recall (number of relevant results compared
to the number of results that ideally should have
been found), but also provides extracted knowl-
edge from the analysis of the contents of doc-
uments [28, 29]. Hence, it differs from all other
models where the only aim is to retrieve the most
relevant document. Here the objective is to re-
trieve the necessary knowledge, not the document
or documents that contain this knowledge [28].
However, it can also be used to retrieve doc-
uments based on the semantics of documents
and can be integrated with ranking techniques
[7]. For this reason, the semantic web approach
seems to be one step ahead of the other models,
and the semantic search can be used to solve
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the current problems in information retrieval.
However, for machines to read, interpret and
process the information one needs a syntacti-
cal model. Requirements on machine readability
causes a limitation of the type of information
which can be modelled and extracted from doc-
uments. The most important factor here is the
context and the content of the documents, and
also the form of the desired information in the
documents. Hence, to use semantic search for
solving information overload, the needs of the
users concerning their information usage and the
content of the documents for their domain have
to be investigated and analysed to see if it applies
to semantic information retrieval. For instance,
using semantic technologies has been observed to
be very useful in such areas as biology, since the
modelled information in biology is very suitable
to represent ontologies [30].

The primary goal of this work is to under-
stand and evaluate the feasibility of the imple-
mentation of semantic knowledge management
systems. The study makes two contributions:
– Contribution 1: After the investigation
of the context of the company, a semantic
knowledge management system was imple-
mented, which highlighted the limitations of
such systems from a feasibility perspective.
Understanding the limitations is important as
these may hinder the adoption in industry [31].
There is a definite need for solutions whose
practice can easily implement and integrate
into existing environments for a successful
transfer to industry [32]. In the context of
search-based software testing, Arcuri et al. [33]
highlighted that search-based software testing
is not readily transferable if no engineering
efforts are taken; hence, to make it easy to
integrate it and use with the existing systems
in practice, additional engineering efforts are
required. The ease of integration into existing
solutions was a key factor for the successful
transfer of research results to industry. The
ease also determines the degree of evaluation
which in turn is dependent on the degree of
the readiness of the solutions available.

– Contribution 2: After that practitioners
assessed the system by using it in the con-

text of an interview session. The evaluation
conducted was a static evaluation [34]. The
tatic evaluation allows to gather early feed-
back in an exploratory fashion and to cap-
ture essential issues and needed corrections
before further spreading and developing a so-
lution. The evaluation provided valuable qual-
itative feedback on the potential of semantic
knowledge management systems and about
their strengths and weaknesses. This research
presents a single case study [35] at the devel-
opment site of Ericsson.
The research comprises three phases. First,

the authors focused on understanding the re-
search context. Second, they implemented a so-
lution for the semantic knowledge management
system and reflected on their experiences. Third,
they conducted a static evaluation [34] gathering
qualitative feedback on the solution proposed to
identify the most crucial improvement sugges-
tions.

The remainder of the article is structured as
follows. Section 2 presents related work. Section 3
describes the researchmethod. The results are pre-
sented in Section 4. The conclusions in Section 5
provide the answers to our research questions.

2. Related work

First basic terms concerning data, knowledge,
and information are presented. After that, inte-
grated semantic knowledge management frame-
works are shown. The subsequent sections ex-
plain essential components (e.g., for information
retrieval).

2.1. Data, knowledge, and information

Different definitions exist for data, informa-
tion, and knowledge. According to Thierauf [36],
data constitutes raw facts and figures. Data
becomes information through contextualization
and categorization. Documented experience and
know-how already represent knowledge. Hence,
documents produced in companies, such as the
case company, may contain knowledge if they
provide an experience report or a process of how
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to solve a problem, however, they may also carry
only information (e.g., product requirements) or
data (e.g., sales figures).

2.2. Semantic knowledge management
frameworks

Knowledge management systems are composed
of various steps and corresponding tools. It re-
quires a systematic methodology and consider-
able amount of time and expertise to extract
and formalize knowledge from unstructured data
and to develop a platform that can find, share
and manage information. Hence, the authors will
examine the research on knowledge management
platforms that provide all these functionalities
together. Semantic knowledge management sys-
tems introduce structure through ontologies, e.g.
enabling faceted search where there is a brows-
able classification, making the structure of infor-
mation explicit to the end user.

OntoShare: OntoShare is an organizational
knowledge management system that promotes
sharing of information between people who
have mutual concerns or interests [37]. It is an
ontology-based tool that places the profiles of
the users at the centre of attention. That is, the
interests of each user are modelled by an ontology
and this information is extracted from the activ-
ities of a user. Every time the user shares some
information, the system first performs a text
analysis in order to extract the theme of the
document, which will constitute a brief summary
of the content. Then the system scans all other
users’ profiles in order to look for a strong match
between the content of the document and the
users’ interests. When there is a relation which is
strong enough, then the system emails the corre-
sponding user to inform about the new document
shared. Moreover, the content of the document
is also compared to the author’s interests in or-
der to add new interests if necessary. OntoShare
provides many semantic search capabilities as
well as a keyword-based search supported seman-
tically by the concepts and user profiles. The
user can search for documents that they might

be interested in, modify annotations of existing
documents and also search for people that are
interested in a certain area.

Knowledge and information manage-
ment framework (KIM): KIM [27] is a plat-
form for semantic annotation and semantic
search over several kinds of information sources.
It is used for information extraction from data
pools based on an ontology and a knowledge
base [27].

KIM comes with an upper-level ontology
called PROTON which has about 300 classes
and 100 properties in OWL Lite1. This ontology
covers most general concepts, such as names of
people, locations and organizations along with
numbers and dates. It also has the KIM World
Knowledge Base (WKB) which has about 200,000
entity descriptions to provide background knowl-
edge for commonly known entities. KIM keeps
the ontologies and the knowledge bases in the
SESAME based Owlim2 RDF(S) repository.

Moreover, KIM uses the GATE framework
for information extraction processes and Lucene
from Apache as a retrieval engine [38]. Lucene has
been adapted so that it allows indexing by entity
types and measure the relevance with respect to
entity types.

KIM not only provides full-automatic seman-
tic annotation, but also allows retrieving infor-
mation based on the metadata that has been
created. This brings a new perspective to infor-
mation retrieval, as the user is able to define
a “pattern search”. That is, a semantic query can
contain entities that are known or extracted be-
fore, relations between the entities and attributes
of these entities [27]. This means the user can, for
example, find out the names of the organizations
in a specific location that have more than 100
employees in one single query. In this case, an
organization would be an entity, a location and
an employee number would be a relation and
that specific location and the number 100 would
be the attributes.

Semantic Wikis: Wikis are also a way used
by large organizations to share all kinds of in-
formation and can be used for knowledge man-

1OWL Lite: https://www.w3.org/TR/owl-features/
2Owlim: http://graphdb.ontotext.com/documentation/7.0/enterprise/using-graphdb-with-the-sesame-api.html
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agement. A Wiki is a hypertext environment
that provides the collaborative editing possibil-
ities of Web pages. Wikis emphasize openness,
ease-of-use and modification [39].There are some
limitations of Wikis that prevent them from being
used as a knowledge management tool. Wikis do
not provide structured access to data and do not
support knowledge reuse [40]. A semantic Wiki
provides annotation capabilities to create formal
descriptions, retrieval mechanisms for semantic
search, and semi-automatic meta-data extraction
system to simplify the annotation process.

Active: The project Active [41] aims to in-
crease the productivity of knowledge sharing via
prioritizing the information and knowledge deliv-
ery through understanding the current context
of a knowledge worker [42]. That is, a filtering
mechanism provides the user only the information
that is contextually related to the user’s current
task or project. The users are involved in creating
and shaping their context of work via creating tags
manually or automatically by their behaviours.
The idea is based on the fact that users are
generally busy with several different tasks during
the day and they constantly have to switch and
concentrate on a different one.

2.3. Solutions to find relevant
information

To manage and store information sources in busi-
ness organizations, it is a common practice to
utilize document repository or knowledge man-
agement tools that facilitate sharing, reusing and
managing information between employees. The
problem with these tools is the difficulty of find-
ing relevant information once it is shared in the
system. The research area of information retrieval
covers the approaches in order to successfully find
the document or the information that is being
searched for. In the 1960s information retrieval
was defined as “a field concerned with the struc-
ture, analysis, organization, storage, searching
and retrieval of information” [43]. Since then
the area evolved into many different techniques
and models in order to adapt to changing needs,
such as exact match models [44], vector space
models [45], and probabilistic approaches [18].

The latest approach is based on semantic ap-
proaches.

Storing and querying semi-structured data:
In order to utilize heterogeneous and incomplete
information data research and practice aimed at
a semi structured format that is flexible and also
appropriate for querying. Approaches for dealing
with semi-structured data are XML and RDF
and their query languages XPath and XQuery for
XML and SPARQL for RDF. Especially XML
is widely used in a variety of environments for
managing and sharing loosely structured data
that are represented in a hierarchical manner
[44]. Lately RDF has gained the attention of re-
searchers since it provides much more flexibility
compared to XML by not enforcing a hierarchical
structure, but supporting any kind of relations
between data items.

Semantic Web technologies are the new gen-
eration of presenting and sharing data in various
application areas. They started to be used in web
platforms as well as tools that are in a way related
to managing and providing important data [3].
The idea of a Semantic Web is to give informa-
tion a well-defined representation so that it will
be available in a more meaningful, structured
and reusable way, which will enable humans and
computers to work in cooperation to retrieve
data from the Web [46].

In ontology-based Semantic Web applications,
information is presented at a semantic level with
ontologies, independent of the data structure and
implementation, with a set of concepts and rela-
tionships between them [23]. This idea emerged
from the need to enable some tasks to automat-
ically understand the concepts in order to find
relevant information, combine and share it with
different resources. The representation of infor-
mation with ontologies provides a common for-
mat between different systems and applications
in order to share, understand and use knowledge
[47]. This common format is standardized by
W3C with the Web Ontology Language (OWL),
Resource Description Framework (RDF), etc.

With the use of ontologies, a query is com-
posed of entities from the ontology and their
relations. This allows users to set the context of
the input query. Moreover, usually in this kind of
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data retrieval an external knowledge base is used
to process the documents and the query. This
knowledge base is used not only for text processing
but also for solving the synonymy problem, as
the synonyms of the words already exist in this
database and are used during retrieval. Other than
solving these two main problems in information
retrieval, this method is also useful for extracting
key knowledge from document sources. The query
results are not only listed as documents, but
also pure knowledge that is extracted from these
documents. The information that is available in
various documents and sources can be merged
and brought to the user according to the query.

2.4. Ontologies in software engineering

Semantic Web technologies have been applied
to different processes of software engineering in
order to formalize information, improve access
from different physical locations, improve univer-
sal information retrieval and allow checking and
pairing different concepts and information [48],
examples are ontologies for software processes
[49], requirements [50], software architecture [51]
and domains [52], and document ontologies [21].

All these ontologies are being used to im-
prove software development. Their aim is to help
software engineers to manage and understand
large amounts of information in a shorter period
of time. Although there are good examples of
the usage of these ontologies, the area is still
evolving and the usage of semantic technologies
in software engineering will increase in the com-
ing years with some improvements in Semantic
Web technologies. The drawbacks for now are
that constructing ontologies and implementing
a Semantic Web enabled tool require a high in-
vestment of time. However, after the definition of
ontologies, it is very flexible and easy to modify
it according to the changing needs of an orga-
nization [37]. This also means that a dedicated
person may be needed to maintain the semantic
systems and their ontologies.

Although there are several studies that focus
on developing ontologies related to software engi-
neering processes, there are only few attempts to
build an ontology that covers all software engi-

neering knowledge. The most important among
them is the work done to create a software en-
gineering ontology based on the Software Engi-
neering Body of Knowledge (SWEBOK) [53]. In
SWEBOK a software engineering discipline is
categorized into 10 knowledge areas. All these
knowledge areas have their own processes and
concepts. The proto-ontology, which was created
based on SWEBOK, conceptualized all infor-
mation in over 4000 concepts along with 400
relations and 1200 facts [54].

There are similar projects, such as Onto-
SWEBOK, which are designed based on the
2004 Guide to the Software Engineering Body of
Knowledge (SWEBOK) [55,56]. However, none
of them is released or publicly available because
of unfinished projects due to the complexity, re-
quired time and human resources [55].

Another attempt to create a software engi-
neering domain ontology is OntoGLOSE which is
a light-weight global ontology [57]. This project
uses the Glossary of Software Engineering Termi-
nology published by the IEEE Computer Society
[58]. The IEEE Glossary contains 1300 terms and
their definitions that are related to the software
engineering domain. The created ontology is
composed of 1521 classes where each class has
a unique meaning. Moreover, 329 relationships
between classes were extracted using the semantic
and linguistic analysis of the text in the glossary.
As a result, OntoGLOSE is the only publicly avail-
able global ontology for the software engineering
domain. The ontology does not have hierarchical
classification; it rather forms a simple vocabulary
and relationships among them that can be used
for semantic annotation. The drawback of this
ontology is that it is based on the IEEE Glossary,
which was built in 1980 and updated in 2002,
which means that it is out-to-date considering the
amount of advances in the last 10 years. Moreover,
the fact that it does not have any hierarchy, it is
not the ideal way to structure information.

2.5. Tools to support ontology-based
knowledge management systems

There are numerous tools that are developed
in the vision of the Semantic Web. Below an



Semantic Knowledge Management System to Support Software Engineers . . . 243

overview of the tools that might be related to
developing a Semantic Knowledge Management
System is presented.

The first step for a KM system is knowledge
acquisition, and to acquire information from an
unstructured text, several frameworks that can
process plain text and extract concepts are used.
GATE (General Architecture for Text Engineer-
ing)3 is one of the most commonly used frame-
works and has several plug-ins and integration
capabilities [59]. It has many flexible language
processing components that rely on finite state
algorithms and the Java Annotation Patterns
Engine (JAPE) language. It is widely used due
to its precision for entity recognition and suit-
ability for research as it is open source software.
Moreover, it is commonly used in the semantic
world because it offers full support for ontology
integration. It has been utilized in ontology-based
information extraction projects such as Multi-
flora, hTechSight and MIAKT [60].

IBM produced the UIMA4 framework, which
is an enterprise semantic search tool, but it does
not provide full integration and support for on-
tologies [61]. Another tool is OpenNLP5 from
Apache, it supports many NLP tasks such as
tokenization, segmentation, named entity recog-
nition. However, it accomplishes these tasks via
its built-in tools, not via any external ontology
integration.

When it comes to Knowledge Representa-
tion, there are many tools to create, manage
and edit ontologies. Protégé6 is one of the most
common open source ontology editors used by
developers, researchers and corporations. It pro-
vides a user-friendly interface to build ontologies,
knowledge-based tools and applications thanks
to its support for plug-in extensions. GATE also
has integration support for the Protégé tool.

Uren, et. al [28] provide a comprehensive work
on the analysis of different annotation tools and
frameworks, and offer a comparison of them.

3. Method

This section illustrates the research method that
was used based on the guidelines by Runeson
and Höst [35]. In order collaborate with the in-
dustry, it was essential to first conduct a qual-
itative study to learn about the strengths and
weaknesses of the solution (semantic knowledge
management system), and obtain feedback from
practitioners in the context. This also allowed
the practitioners to learn about the semantic
knowledge management system. The qualitative
information could also be useful later to explain
the reasons for quantitative results. In this sense,
the study is of exploratory nature with a focus
on qualitative data.

3.1. Research questions

In this study the following research questions
were defined:
– RQ1 (Contribution 1): How to implement se-

mantic knowledge management systems, and
which challenges and impediments are ob-
served?

– RQ2 (Contribution 2): How useful is the se-
mantic knowledge management system per-
ceived by software engineering practitioners?
The research process is conducted in three

phases (see Fig. 1). The detailed phases are de-
scribed in Section 3.3.

3.2. The case and unit of analysis

The case studied was a development site of Eric-
sson AB located in Sweden. The company is one
of the leading telecommunication companies in
the world and develops software in telecommuni-
cations and multimedia domain. The company
products are used in more than 180 countries in
the world. Currently the company has more than
100.000 employees.

3GATE: http://gate.ac.uk
4Framework UIMA: http://uima.apache.org
5Framework OpenNLP: http://opennlp.apache.org
6http://protege.stanford.edu
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Figure 1. Research process

As far as units of analysis are concerned, in-
ternal knowledge management systems and the
documentation they entail were defined as the
unit of analysis. The case study design can be
classified as a single case holistic design [62]. Er-
icsson uses a set of in-house knowledge manage-
ment tools. These were platforms where every-
body can share all sorts of information. They
supported uploading documents and files; sharing
blog posts and creating groups and discussion
boards.

3.3. Data collection

The study was divided into three phases, under-
standing the challenges, implementation of the
solution and its application in the company, and
evaluation interviews.

3.3.1. Phase 1: Understanding the context of
the organization

At the beginning, interviews were held with two
key stakeholders from the organization to iden-
tify their needs and problems, they persons were
the key contact persons and gatekeepers. The
interviews were unstructured and were aimed
to kick-off the project and achieve initial under-
standing. That is, the purpose was to get to know
the company, project, problems in information re-
trieval, and responsible people. This was not a core
part of the research (i.e. it is not reflected in the re-
search questions), though contextual information
was highlighted as essential when interpreting
findings from case studies [35].

In order to elicit the requirements and issues,
three separate meeting sessions were conducted.
The first two meetings were held with the indus-
trial contact who was supporting this study in
the organization. He was a system level manager
with over 20 years of experience. The meeting
lasted an hour.

For the third meeting, two experienced soft-
ware managers from Ericsson, who were responsi-
ble for innovation and had technical backgrounds
in software engineering, were also invited. The
goal was to see what was available in the litera-
ture and discuss the applicability of the desired
solutions during the interview.

The following topics were discussed during
these meeting:
– Introduction of the company and the respon-
sible people to the student.

– Existing challenges related to finding infor-
mation in the organization.

– Deficiencies of current internal collaboration
tools.

– Requirements of a new solution.
– Possible usage scenarios about accessing rele-
vant information.
The interviewer took notes during these in-

terviews. Moreover, bi-weekly workshops were
organized to discuss the findings, solution alter-
natives and status updates with the industrial
contact. Hence, the data collected from the initial
meetings was validated in these workshops. These
meetings were important due to the possibility
to obtain constant feedback from problem own-
ers and also analyse the impact of the solution
proposals on the company.
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3.3.2. Phase 2: Development of a simple
semantic knowledge management system

This phase required considerable time and ef-
fort in comparison to the other activities. After
choosing the solution strategy in the initial inter-
views, an example system was created and ap-
plied to real world data to allow the participants
to understand what the application of semantic
technologies means in their context. The idea
was not to implement a complete system that
can replace the existing one, but rather to have
a prototype which was sufficient to evaluate the
usefulness of semantic systems in general.

Four different components to be supported
by a complete semantic knowledge management
system were defined and executed in this study.
This section describes the components in general,
while the details of the actual implementation
are provided in Section 4.2.

Text processing (knowledge acquisi-
tion): The purpose of a semantic system was
to extract knowledge from sets of unstructured
information. Hence, the first step was to anal-
yse and process these unstructured documents
using the Natural Language Processing (NLP).
The NLP technology has evolved to gain many
capabilities in order to process the syntax and
semantics of a text.

Ontology & knowledge base (knowl-
edge representation): Ontology was one of the
most important factors in information extraction
as it provides conceptualization to the content
of documents and was used for text processing.
The ontology must be suitable to the contents of
the information sources that are to be processed.
Hence, there was a need to make a suitable on-
tology choice depending on the context of the
domain.

Semantic annotation & ontology popu-
lation (knowledge acquisition) & represen-
tation: When NLP tools parse the unstructured
text, the entities found there should be anno-
tated and mapped to the ontology. Therefore,
the ontology could be populated with the ex-
tracted knowledge in the RDF or OWL format.
This was the most significant step in informa-
tion extraction as it was the phase where the

relations between entities were defined. There
were several platforms and ways to accomplish
this step. Since this step was both depended on
the NLP tool and the choice of ontology, it was
crucial to choose a suitable system to integrate
and work efficiently.

Semantic search (knowledge use): Once
the ontology was populated with the instances
and relations extracted from the text; the only
step left was using a query language that was
created for the Semantic Web in order to retrieve
relevant information. A query engine needed to
be chosen and should be supported by a graphical
user interface. Users should be able to perform
search with semantic capabilities, navigate be-
tween sources according to their semantic rela-
tions.

The details of the implementation and expe-
riences made are presented in Section 4.2.

3.3.3. Phase 3: Evaluation interviews

The final evaluation and analysis was done by
means of interviews with several company em-
ployees. This phase provided information about
current challenges, obstacles about accessing
information and possible improvements, sugges-
tions and critique for the proposed new system.
The system usefulness and users’ experience with
the system with semantic capabilities were evalu-
ated. This time interviews were semi-structured.
The prepared questions constituted a checklist of
topics that should be covered during the interview.

Selection of interviewees: Knowledgeable
practitioners should be chosen to conduct the
interviews. Convenience sampling with diversity
in mind was applied [63]. The interviews were
conducted with employees with experience rang-
ing from 3 to 25 years and with diverse roles, such
as project manager, software architect, software
developer, R&D specialist, solution architect.

As a result, eight employees were interviewed
as can be seen in Table 1 below, which is believed
to provide a sufficient amount of information to
contribute to the literature and industry.

Interview guide: The interviews were re-
lated to the usage of internal collaboration tools
of the organization, such as frequency of use,
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Table 1. Interviewees

Role Experience Responsibilities
Project Manager 10 years in Ericsson 20+ in total Project management, process

improvement, process management
Software Architect 12 years in Ericsson 15+ in total Software design, development, innovation
Senior Specialist R&D 20 years in Ericsson 25+ in total Next generational rating and charging,

information and business modeling
Solution Architect 7 years in Ericsson 10 years in total Charging and mediation
Software Developer 2 years in Ericsson 3+ in total Software customization center
Software Engineer 2 years in Ericsson 7 years in total Software customization center
Solution Architect 19 years in Ericsson 20+ in total Telecommunication services
Software Engineer 2 years in Ericsson 5 years in total Proof of concept integration,

Machine-to-machine applications

usage scenarios, satisfaction of the current ver-
sion and suggested improvements. Later, the
new semantic knowledge management system
was presented to the users, and they were asked
to explore the new system by using it. After they
had gained an idea about the system, similar
questions to the ones asked at the beginning
were repeated and their opinions were collected
and compared. The interview was structured as
follows and the detailed guide is presented in
Appendix A.:
– Warm up: First, the interviewer presented

himself, the background of the project and the
reason for making the interviews. Then the in-
terviewee was asked general questions about
their role, experience and current projects.
This part of the interview was conducted
mainly to build knowledge on the people and
situation.

– Information related to the usage of collabo-
ration tools and problems: It is important to
know how and for which purposes people used
the company’s tools during their daily work.
This part was devoted to figure out how often
they used the current systems, how satisfied
they were with the system (KIM, see Section
4.2.5) and what they would like to change
in these tools. Basically more usage scenar-
ios, requirements and problems with finding
information were elicited.

– Implicit knowledge: It was important to learn
how the employees gathered knowledge when
they could not find what they looked for or
when they were not satisfied with the findings
they obtained. The authors tried to establish

if they felt the need to talk to an expert and
if so how they found out who the expert or
responsible person was in that area, and so
on. These questions are based on the data
collected in the initial interviews.

– Presentation of the prototype of the new sys-
tem: In this phase, an overview of the Se-
mantic Web technologies was given and the
information about the usage and goals of the
Semantic Knowledge Management Systems
were presented. Then the new system was
presented as a prototype and the function-
alities coming with the Semantic Web were
explained. The interviewees were allowed to
browse in the system documents for a while
in order to make sure they were aware of
the differences with the existing traditional
knowledge management systems.

– Satisfaction and evaluation of the proposed
system: The interviewees were asked to com-
pare this system with the existing one. They
were also requested to state whether they
would use this system more often and if it
would help them to make better decisions
or reach implicit knowledge more easily. The
point of the question was to capture the in-
terviewees’ attitude related to the evaluated
system (KIM), as this was an important in-
dicator for adoption and the possibility for
a solution transfer from academia to indus-
try. The actual decision quality could not be
evaluated in this context.

– Recommendations: Finally the questions
about possible different options for creat-
ing the Semantic Knowledge Management
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Systems were presented and the interviewees
were asked about preferences related to on-
tologies. Also, suggestions of improvements
related to the proposed system were captured.

3.4. Data analysis

The qualitative data from the interviews was
analysed using Thematic Coding Analysis (TAC).
The authors followed the guidelines described by
Robson [64] who describes TAC as a generic
approach to analyse qualitative data, highlight-
ing its flexibility, ease of application, and effi-
ciency. The process was based on open coding
and the identification of themes. The open coding
was done manually on papers using color-coding,
open codes belonging together were grouped dur-
ing axial coding (referred to as themes).

3.5. Validity threats

We analysed the validity threats and mitigating
factors in our case study following the descrip-
tions given by Yin [62]:
Construct validity: Construct validity is con-
cerned with the extent to which what was
intended to be measured was actually mea-
sured [35].
– Selection of the Interviewees: The selection
process was managed with the help of prac-
titioners from the company. The selection
process was a combination of diversity and
convenience sampling. As far as convenience
sampling is concerned, the selection was made
based on the knowledge and availability of the
employees. There is a risk that practitioners
can choose people who support ideas similar
to theirs. The usage of diversity sampling
mitigated this threat by selecting employ-
ees with more diverse roles and experiences.
At the end, the interviewee selection formed
quite a diverse and potentially useful list of
organization members.

– Reactive Bias: This one refers to the risk
that the interviewees might be affected by
the presence of the researcher and give biased
answers that would influence the outcome of
the study. This threat was partially reduced

as a practitioner from the company was the
gatekeeper who made the contact with in-
terview candidates and helped build a trust
relationship between the researcher and the
interviewees.

– Correct Data: The correctness of the data
aggregated by the interviews refers to the
researcher’s interpretation of what the inter-
viewee actually said. To ensure this, all the
interviews were recorded after taking permis-
sion from the interviewee so that any mis-
understandings due to incomplete interview
notes would not occur. Moreover, the interpre-
tations of the interview transcriptions were
sent back to the interviewees to obtain their
validation feedback (member checking).

– Duration of the usage of the system: The
practitioners used the system but only for
a limited period of time. The practitioners
know the existing system very well. Because
the interviewees used the system themselves,
they could, for example, understand its capa-
bility for different ways of searching (e.g. with
regards to filtering specific entities that wpuld
show only then and were unambiguously iden-
tified, see Section 4.2.5). Even though they
did not have long-term experience, it was
evident from their responses that they under-
stood the concepts (and hence the opportuni-
ties) clearly, evidenced by the very informed
feedback regarding Ontologies and Filtering
(Sec. 4.2.3).

External validity: External validity is the abil-
ity to generalize the findings in a way that they
will be interesting for other people representing
other interest areas [35].

A single case company has been investigated.
The results of single case studies in comparison
to, for example, a survey have limited generaliz-
ability. However, the benefit are detailed explana-
tions and a profound understanding of the situa-
tion that could be obtained. To reduce the effects
the authors interviewed employees from different
organizational parts of the company. Moreover,
the context of the case study was described in
detail (see Section 4.1), which allowed to map
the findings to other large-scale organizations
that are involved in software development.
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Reliability: Reliability refers to the issue of find-
ing the same results when the same study is repli-
cated in the same setting [35]. The main threat to
reliability are possible misunderstandings about
the questions that were asked to interviewees,
as they might have misunderstood the questions
and hence provide answers different from the
intended ones. An attempt was made to reduce
this threat by keeping the questions as simple as
possible. Open-ended questions were preferred
so that the participants were encouraged to talk
and express their opinions openly.
Internal validity: Internal validity concerns the
validity of causal relations in explanatory case
studies. It is related to the unconsidered fac-
tors that might have an impact on the relation
[35]. The analysis of the usefulness of semantic
knowledge management systems can be biased
because of the employees’ opinions about the
existing systems. For instance, if the existing
system had a search engine that is as powerful as
the one Google applied to their documentation,
the findings could potentially change.

4. Results

First the research context is presented, it is fol-
lowed by the answers to the two research ques-
tions.

4.1. Phase 1: Context

A multinational large-scale organization like Er-
icsson has thousands of employees all around the
world and hundreds of projects running in paral-
lel. Considering the increasing amount of globally
distributed projects in the software engineering
domain, communication between team members
is an essential part of software development. To
increase the efficiency in communication, enter-
prises use knowledge management tools for en-
abling employees to find and share knowledge
digitally. To share knowledge people used blogs,
Wikis, discussion boards, project contents and
documents. Since all Ericsson employees, i.e. more
than 100.000 people, use these tools; there are
large amounts of documents. All these documents
and information are not stored in a structured

way and, hence, it is necessary to find ways of man-
aging this large volume of unstructured data. It is
imperative to investigate how to overcome these
problems. All the interviewees mentioned that the
existing search facility does not satisfy existing
needs and so a more intelligent solution should be
found. In particular semantic knowledge manage-
ment and ontologies allow to bring structure to the
information stored, which was one of the motiva-
tions for the company to participate in the study.

The following challenges and needs of the or-
ganization were raised during the initial meetings
to understand the context:
– The practitioners defined usage scenarios that

are common, in particular active search based
on queries, passive search, analysis of con-
tributors (users), and the analysis of trends.
Overall, the practitioners identified scenarios
that are common and well understood in the
knowledge management community.

– Structure of information was a common issue,
which is not specific to the company. Bringing
structure to information is well supported by
ontologies, making them interesting for the
company. Performance issues and formatting
were specific for the company and could be
easily improved.

– The search engine used at the company is
perceived as a poor quality one.

– Filtering of search results and complicated
structures have been highlighted, which is
also a good motivation for annotating docu-
ments and mapping them to an ontology in
the context of a semantic knowledge manage-
ment system.

– A challenge was also finding an expert, which
is recognized as a key challenge in literature,
too [65].

In summary, the conclusion was that the search
should be improved, and that semantic knowl-
edge management systems could be a potentially
useful solution.

4.2. Phase 2: Development of a Simple
Semantic Knowledge Management
System (RQ1)

This is the phase where it was necessary to make
a comprehensive research and spend time and
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effort on the development of a new knowledge
management system, which took a total of four
person months. One of the reasons for the effort
needed was the absence of information about
how to implement a semantic knowledge man-
agement system in the literature. Although the
final solutions were presented in some studies, the
way to implement them was barely mentioned.
For this reason, this section will illustrate the
steps to accomplish this goal and the results
gathered during the process. An important de-
tail about the following two sections is that, they
are not necessarily sequential processes; ontology
building was performed simultaneously when the
development attempt was made.

It is important to point out that the attempt
to build the semantic knowledge management
system based on components was not successful
for the above mentioned reason. The best work-
ing solution was to utilize an integrated solution
(KIM), which is described in Section 4.2.5. As
KIM is easier to use, a transfer to the software
industry for knowledge management purposes is
more likely. Thus, KIM is used in the subsequent
steps of the study (i.e. Phase 3). The principle
architecture of semantic knowledge management
systems and how it relates to KIM is shown in
Figure 2. The details of the KIM platform are
further elaborated in Popov et al. [27].

4.2.1. Ontology building

The first step to build an ontology is determining
the domain and the scope [66]. In this case, the
domain are all kinds of knowledge that can be
shared in Ericsson software projects. That is,
the ontology should cover aspects from generic
software engineering domain to the company
domain. The latter can be considered as the
projects, characteristics of projects, employees
and terms related to the telecommunication do-
main. However, in the scope of this work, the
focus will be more on the concepts that are di-
rectly related to software engineering. The spe-
cific terminology of the company will be left
for future research. The usage purpose of this
ontology is to categorize all the necessary infor-
mation about software engineering that might
be shared in collaboration tools. Considering

the usage scenarios that are defined in the pre-
vious section, one can say that the ontology
should only be sufficient to cover the topics that
organizational members can possibly share or
mention. Hence, the ontology should provide
answers to such questions as people’s interests,
expertise, projects, locations of projects and
people.

The second step in building an ontology is
considering reusing existing ontologies instead of
creating a new one [66].

There have been several studies about build-
ing ontologies in software engineering. Most of
these attempts focused on specific phases of soft-
ware engineering, such as requirements, archi-
tecture, implementation, testing, maintenance
[20–22, 50, 67]. However, there are not many
projects that try to develop ontologies that fully
conceptualize all the knowledge in the field of
software engineering. The major efforts to achieve
this goal are aimed to adopt the SWEBOK Guide
as a formal ontology. Such an ontology would be
a good choice for the scope of this research as it
would cover all the content and terminology in
the software engineering domain. Unfortunately
these attempts have not yet been successful or
completed due to its complexity and required
effort [54–56].

As a result, a decision was made to work
with the only successfully released global ontol-
ogy OntoGLOSE, which is based on the IEEE’s
global terminology for software engineering [57].
Although there are certain drawbacks of this
ontology, such as the lack of coverage and the
fact that it is outdated and primitive; utilizing
this lightweight ontology would still be sufficient
for the scope of this study to reach the current
research goals.

4.2.2. Text processing

For processing an unstructured text, it was de-
cided to use GATE due to its common usage in
semantic web research and support for ontology
based information extraction. GATE comes with
an information extraction system called ANNIE
(A Nearly-New Information Extraction System).
Using ANNIE’s components such as tokenizer,
gazetteer and sentence splitter; one can extract
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generic information from the corpora of the un-
structured text. GATE can find the names of
well-known organizations, names of people, loca-
tions, numbers, etc.

When GATE and ANNIE were applied to
some documents from the knowledge manage-
ment system of the company, it could be observed
that the recognized entities were not enough to
cover the content and the context of the techni-
cal documents that were used, such as domain
specific terms that were relevant for the practi-
tioners, but not highlighted.

Hence, to extract the information related to
software engineering, a suitable ontology should
be integrated as a language resource and the
necessary changes to the processing resources of
GATE should be reflected.

4.2.3. Ontology and knowledge base

After understanding how to use GATE, the next
step was investigating how ontologies can be
involved in text processing. The decision was
building a simple ontology in order to have an
initial idea about the usage of ontologies.

In the process of building and managing on-
tologies, Protégé was selected as an ontology
editor for several reasons. First of all, Protégé
is an open source research project which is ex-
tensively used in the academic world. Moreover,
the authors had previous experience in using this
tool in another academic project. Finally and
possibly most importantly, GATE and Protégé

support integration for each other and support
many other tools and extensions.

For this initial phase, a very simple ontology
that already covers some of the content of the
document was built and used for testing text pro-
cessing and annotation. Later Protégé was used
to manage the existing ontologies as described
in the previous section.

4.2.4. Semantic annotation
and ontology population

A fully automatic semantic annotation tool is
needed to apply it and evaluate directly on the
corpus of the organization’s knowledge manage-
ment systems. Manual annotation tools require
user intervention, so their usefulness cannot be
directly evaluated without manually populating
them with information.

Finally, the decision was to use GATE also
for semantic annotation as it supports the au-
tomatic annotation of documents. Therefore, it
was used to make an initial attempt to annotate
a company document with the built ontology. At
the end, GATE was used for NLP and semantic
annotation and Protégé was used for building
ontology.

After exploring the tool for a while and gain-
ing the understanding of how it worked, it be-
came clear that adapting the processing resources
of GATE was not such an easy task and might re-
quire a lot of effort. First of all, building a knowl-
edge base, creating instances for each entity of
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the ontology, which would be sufficient for eval-
uating the system during the case study could
not be done manually within the time and re-
sources provided by the company and the re-
search project. Choosing an external knowledge
base and integrating it would also mean a need
for a substantial amount of time,. Moreover, even
though the knowledge base can be integrated,
the GATE annotation system should be modified
so that it can recognize and instantiate the rela-
tions between entities. Based on the tutorials and
documentation of the framework, this requires ad-
vanced NLP expertise and a considerable amount
of research and effort.

In addition, after this step a query engine
with a graphical user interface needs to be imple-
mented, which would require a significant amount
of time as well. Considering the time constraint,
a decision was made to make a mind switch and
look for alternative solutions. The authors looked
for integrated platforms that use GATE and also
provide semantic search facilities with ontologies.

4.2.5. Integrated semantic knowledge
management platform (KIM – Knowledge
and Information Framework)

The decision to use the KIM platform (see Sec-
tion 2) was made because it met the requirements
of this study and the defined usage scenarios.
Some reasons why the other platforms could not
be used encompassed the fact that OntoShare is
not available online, Semantic Wiki and ACTIVE
cannot be applied to existing knowledge manage-
ment systems, they need to be built as a new
system. Moreover, they do not satisfy the initial
requirements for solving search problems. KIM
supports the fully-automatic semantic annota-
tion of documents and comes with an upper-level
ontology and a semantic search engine. KIM is
based on GATE for NLP purposes. It comes with
an ontology named PROTON7 that covers the
most general concepts, such as named entities
(people, locations, organizations) and concrete
domains (numbers, dates, etc.). However, a more
specific ontology can be integrated with KIM
according to the needs of the domain. The stated

requirements were analysed and compared with
what KIM can offer and, in consequence, the
following results were achieved:
– KIM’s general ontology covers most of the
aspects defined in the scope of the ontology
for the purpose of this study. There is no need
for numerous changes in the ontology design
such as classes and relations. It is possible to
integrate the OntoGLOSE domain ontology
and this will enable KIM to recognize domain
specific concepts. There is no need for very
specific relations between classes as our usage
scenarios are only based on extracting who is
talking about what topic, either. As long as
the topic is recognized, it would be sufficient
to satisfy the specified requirements.

– If the domain ontology is not enough to
cover all the aspects, as it does not have
any concepts developed in the last 10 years
and many other concepts about the company
domain, the KIM knowledge base can be ex-
tended with an external knowledge base. For
instance, KIM supports integrating KIM with
DBpedia8 which is a structured knowledge
base containing all Wikipedia entries. Con-
sidering the fact that Wikipedia contains all
the terminology that we need for software
engineering as well as the telecommunica-
tions domain, integrating DBpedia would be
a convenient solution.

– KIM provides “Boolean Search” which is
a keyword-based search and corresponds to
“Active Search” in defined usage scenarios.
Moreover, it provides “Structure” and “Pat-
tern” search in order to search for the ex-
tracted relations which can be used for the
“Finding the Tribe” scenario. “Facet search”,
which is a relational filtering mechanism, can
also be used for the same scenario. “Time-
line” search, which shows the popularity of
selected entities over a period of time, can
be used for the “Trends” scenario defined
by the authors. On the other hand, KIM
also provides navigation between documents
according to their relations, which enables
“Passive Search”. The KIM search frame and
the “Structure” search menu can be seen in

7PROTON: http://proton.semanticweb.org
8DBpedia: http://dbpedia.org/
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Figure 4. PROTON ontology

Figure 3. KIM has the capability of detecting
persons in the text through the basic PRO-
TON ontology. That is, if the same person
for example always appears in blog posts,
discussions or other documents in relation
to a specific product, then this person could
be an interesting contact. This can be cap-
tured as a semantic query can find relations
between entities, such as people and topics,
hence supporting the “Tribe scenario”.
First of all, an attempt was made to integrate

DBpedia with KIM. To be able to use the DB-
pedia instances, it was necessary to to integrate
the DBpedia ontology with PROTON, which is
the generic ontology of KIM. However, the whole
DBpedia ontology be mapped to PROTON as
it would cause too much complexity. Therefore,
Person, the Organization and Abstract classes of
DBpedia were taken and mapped to PROTON,
so that the names of all well-known people, or-
ganizations and also abstract topics which con-

tain the software engineering related topics are
included. Figure 4 represents a part of the PRO-
TON ontology and its Person and Organization
classes.

However, due to poor documentation and the
lack of available external support and expertise,
it was not possible to successfully integrate DB-
pedia to the KIM knowledge base. Integrating
DBpedia consists of many steps, such as map-
ping of ontologies, adding statements for each
entity in DBpedia, setting labels of each entity,
setting up gazetteers for each newly added class,
adding Jape transducers and so on. Hence, the
documentation for such complex tasks should be
clear and detailed, so that developers with no
extensive experience can also accomplish them.

Therefore, it was decided to integrate the soft-
ware engineering domain ontology OntoGLOSE.
Although it did not satisfy all our needs, it was
be a good starting point for a further study to
modify and extend its coverage.
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After integrating this domain ontology, it
was established that the system still did not
to recognize the entities in this ontology. As
a backup solution, a manual integration of this
ontology to the actual PROTON ontology was
conducted via Protégé Ontology Editor. Since
OntoGLOSE does not have any hierarchy, it was
easy to manually copy its classes to the other
ontology. However, the relations were neglected as
they were not interesting for this context. How-
ever, even after these steps were taken, KIM
still did not manage to recognize these terms.
The company was consulted by e-mail, but due
to the long delays in getting a reply from the
support team, there were only two e-mail ex-
changes with them, which was not enough to fix
the problems.

Therefore, the system was evaluated dur-
ing the interviews as it was. The discussion
board pages from one of Ericsson collaboration
tools were downloaded manually and loaded to
KIM as a corpus. There was no quantitative
measure, though too much information was in
the system to easily search it. Thus, the cor-
pus was sufficient to evaluate the usefulness
from an end-user perspective during the inter-
views as they could experience the main con-
cepts of the semantic knowledge management
system.

The key findings for RQ1 are presented below.
Key findings and observations for RQ1:

i) It is time intensive to build a semantic knowl-
edge management system, in particular set-
ting up the ontology is a great challenge which
required the majority of the effort.

ii) Rather than integrating different parts of a se-
mantic knowledge management system, it is
recommended to use an integrated platform
as it is easier and hence more likely trans-
ferable to industry. Thus, KIM was used in
Phase 3 of the study.

iii) Different types of searches (in particular pat-
tern making use of the ontology) are possible
with KIM, hence making explicit use of on-
tologies.

iv) KIM does not allow to easily integrate on-
tologies other than PROTON, which is a lim-
itation. Beyond that KIM is easy to use.

4.3. Phase 3: Evaluation interviews
(RQ2)

In Phase 3 the reflections of the practitioners
on the usefulness of KIM, the ontology and fil-
tering as well as possible improvements to the
knowledge-based system, are discussed.

4.3.1. Usefulness of KIM

All of the interviews confirmed that the overall
approach that comes with the semantic systems
seems very useful. Although they all remarked
that their current search engine was totally in-
capable and the proposed one (the new one?)
cannot even be compared to the existing one,
they pointed out some strong points of the se-
mantic search.

Finding documents and faceted search:
All of them found it useful to search for docu-
ments with their relation to people, topics and
authors. However, they suggested different ontol-
ogy alternatives, which will be discussed in the
“Ontology and Filtering” section below.

Two interviewees found “Faceted search” the
most useful, as it starts broader and narrows
down based on the results of added filters. One
of them stated that “I like the idea of refining
the search. Start broader and then based on
the result, narrow it down. That’s a good way
to search. Because that’s the way you search
normally, going from broader to specific.” One
interviewee indicated that being able to see all
the extracted information without even making
a query is very useful because you can see be-
forehand if it is worth your time looking into the
database.

Finding eople and their position, roles
and locations: Most of the interviewees (6 of
7) also agreed on the usefulness of this system
about finding people, which was previously de-
fined in this study as “Finding the Tribe” in usage
scenarios. One subject mentioned that they did
not need this functionality because they knew
everybody he needed . Others stated that find-
ing experts and knowledgeable people was quite
a common scenario in Ericsson as there are ex-
perts in almost every area and their knowledge
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is indispensable. One of them added that, “Find-
ing the right person was a common practice in
Ericsson. It is a large organization. Not everyone
knows everything but you can find an expert
in almost every area. However, sometimes you
don’t know who they are. You should be very
active in forums, etc., but it needs spending time
on them regularly. So this facet search is very,
very useful.” They all agreed that the correct
recognition of software engineering and telecom-
munication terms by the NLP tool is crucial
for the success of this search engine. Two inter-
viewees indicated that extracting organizational
information about people’s position, roles and
locations would not be necessary or useful since
this information is actually stored somewhere in
the company database. However, they would like
to integrate this database, which is not directly
accessible for employees, to this semantic system
so that they could utilize organizational data
while searching.

Extracting statistical data and decision
making: Another point that the interviewees
mentioned was the statistical data that could be
gathered by means of this new system, which is
similar to the “Trends” in usage scenarios. By
analysing what people talked about, a signifi-
cant amount of hidden data might be collected.
For instance, people’s skills and interests can
be identified by processing the entries they are
involved in. Furthermore, a summary of what
people communicate about can be extracted with
this system to make an organizational decision.
Another example given by an interview subject
was as follows: “If we have a lot of people working
with GUI in a unit, or the majority of graphical
people in Ericsson work in this city, maybe we
should set up a centre there. This will mean
that the statistics that we need are available
directly there. Even if people don’t update their
profiles, they write documents so they will be rec-
ognized anyway.” Another interviewee suggested
that this kind of information about trends and
statistics could be useful for sales people who go
to customers. The connection to software engi-
neering is not immediately evident. Though, in
the context of continuous integration, customer
relations in the organization are tightly coupled

with software development, e.g. to enable con-
tinuous releases. Also, information from and to
sales/customers is essential and becomes a part
of guiding development and testing effort, as well
as giving input to requirements engineering. In
particular, from the point of view lean software
development perspective, it is important to take
an end to end perspective, from inception of an
idea to sales and deployment.

4.3.2. Ontology and filtering

Practitioners were generally excited about the
use of ontologies and making structural searches
with respect to the ontology. However, none of
them was directly interested in seeing a software
engineering ontology with all the practices in the
domain. They stated that their search scenarios
are more about terms in the Telecom domain.

Ontology complexity and structure:
A practitioner mentioned his concerns about the
use of ontologies as an ontology can become quite
big and have a lot of branches, which makes it
too complex. Repeated breaking down the infor-
mation to branches might make people lose track
and become confused. He stated that “Although
the usage of taxonomies is good for a human
brain to understand, people might easily get
lost in it if it gets too large.” Hence, creating
a complete ontology that has all the information
structured in a certain domain would probably
be too enigmatic and cause information overload
problems. Another interviewee foresaw this and
suggested gaining the ability to search in the
ontology as well. This can prevent people from
getting lost in the branches of the ontological
structure.

Another point the practitioner mentioned was
the fact that there was no complete tree structure.
This interviewee suggested keeping the ontology
very general and focusing on the tagging system.

Usefulness of the SWEBOK ontology:
When it comes to the choice of ontologies, in-
terviewees were asked if they would like the see
knowledge areas based on SWEBOK in the on-
tology structure so that they could use them
to extract and filter information. However, all
of them stated that they did not really need
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that kind of queries and one subject stated that
these knowledge areas and lifecycle phases were
not very clear when you used agile development.
They declared their own choice of ontology would
be useful for them.

Document type ontology: Document
types and domains were the most desired on-
tologies by the interviewees. Three subjects spec-
ified that they would like to see the document
types in the ontology so that they could filter
the documents according to type. All the inter-
viewees were asked to discuss their usage scenar-
ios for these collaboration tools and the type
of documents they dealt with. For the docu-
ment types they gave the following examples:
product description documents, project plan-
ning documents (requirements, user stories), de-
sign documents, business process modelling docu-
ments, architectural documents, release packages,
CPI (customer product information) documents,
operational documents, test reports, proposal,
pre-sales and after sales documents, installation
documents, solution documents, interface descrip-
tion documents, user guides and so on.

One interviewee mentioned problems related
to the document type by stating that “The prob-
lem with document types is that there is no
common structure about where to place these
documents in the project repository. It can be
anywhere.” Hence, the partcipants could not eas-
ily find a specific document for a certain project
or product. One interviewee denoted that if the
semantic system could recognize the type of the
document automatically by processing the con-
tent of the document, it would be a benefit for
them.

Telecom domain ontology: Another com-
mon suggestion was a domain ontology based
on telecom operations and services. Four inter-
viewees mentioned that when they searched for
a term, the results came from all different do-
mains that were not interesting for them. When
they were asked about what exactly they meant
when they sais domain, one interviewee only
stated that he would like to see only the re-
sults from the network (technical) domain or
from the business domain. The other three par-

ticipants were slightly more specific and they
gave the following examples: Operation Support
Systems (OSS), Business Support System (BSS),
Charging, Mediation, Service Delivery Platform,
Customer Relationship Management (CRM), etc.

They suggested using eTOM9 (Enhanced Tele-
com Operations Map) which is a guidebook that
defines the most common standards for business
processes in the telecommunications industry.

The interview subjects indicated that they
would like to have a combination of the domain,
the document type and the organizational struc-
ture of the company when they create a search
query. The organizational structure refers to the
existing structure of the tools, which is based on
location, region, unit, project, etc.

Organization-specific ontology: Another
subject proposed the Ericsson project manage-
ment framework PROPS-C as an alternative to
the classical lifecycles defined in SWEBOK. This
framework includes the business readiness, sales
and project management processes. They are all
composed of such phases as analysis, planning,
monitoring, execution, contract management, etc.
The interviewee suggested searching for docu-
ments according to these defined phases.

The same subject proposed to have the Er-
icsson Product Catalogue domain in the ontol-
ogy. He said that “There are products and ser-
vices such as network optimization and project
management. When I make a project some-
what related to a product in the catalogue do-
main, I do not enter this project as a prod-
uct because it is only a small part of it. Nor-
mally I put this document as a project under
my unit. If I don’t advertise this as a knowl-
edge object or something, nobody can find this
project. If I can relate this project to some
place in the product catalogue, then it will in-
crease its possibility to be found.” This is im-
portant because other people might have simi-
lar projects that are related to only some part
of the main products, however, the information
about these projects ia lost in local repositories.
Hence, relations between projects and the prod-
ucts from the catalogue can be useful for finding
documents.

9eTOM: http://www.tmforum.org/BestPracticesStandards/BusinessProcessFramework/6637/Home.html
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4.3.3. Improvements for
the knowledge-based system

As far as the proposed semantic system is con-
cerned, interviewees mainly made comments
about the content of the ontology as it shapes
the search mechanism. However, they mentioned
some improvements that can be applied in the
system.
Search mechanisms: First of all, one intervie-
wee stated that they do not want to be locked
into a set of predefined queries when making
a structured search based on the entities and
their relations in the ontology. He would prefer
to write a search sentence; the system should
semantically process it and, if it matches any of
the relations in the ontology, then results should
be retrieved based on that, otherwise it should
perform a standard search.

Another suggestion was the ability to search
for entities that do not satisfy the relation speci-
fied in the search pattern. For instance, searching
for people who talk or do not talk about a cer-
tain topic should be available. He explained his
concern by stating that “For example if com-
petitors in our knowledge base haven’t talked
about something, it means that we don’t have
any understanding about what they are doing.
Because they must talk about it.”

Moreover, three interviewees suggested jump-
ing to similar documents based on the overall
content of the document. The existing system
only allows jumping between documents based
on a single annotation inside the document. This
suggestion was identified as “Passive Search” at
the usage scenarios in the beginning of the case
study.
Tagging: All the interviewees at some point men-
tioned tags and they pointed out the importance
of an intelligent tagging system. They indicated
that tags are very useful for understanding the
context and content of a document and a search
engine should consider tags in a smart way in
the search algorithm. However, they all agreed
that tags in the current system were not used
efficiently at all. One interviewee stated that
people did not know the purpose of tags so they
just wrote something or left it empty. Another

interviewee mentioned that people do not have
the patience to write proper tags so they do not
pay much attention. He says people should not
be forced to tag.

Three of the subjects proposed to have
a closed solution for tags. One interviewee said
that “In the case of an open-ended solution, some-
one will eventually tag in a different way and
it will be problematic.” The current system has
a tag library and people can choose tags from
there but they can also add any tag to the library
without any supervision and control. The inter-
viewee found this system messy and not usable.

However, the interviewees opposed to the in-
troduction of a fully automatic solution. That
is, they want to be able to modify the tags of
documents even if they are not the authors and
add new tags to the tag library. However, the tag
library should be very wide and well controlled.
Hence, they prefer a semi-automatic tagging sys-
tem. This also applies to the semantic system
proposed as the annotation and then the tagging
is fully automatic. Moreover, one interviewee
suggested binding tags with entities in the ontol-
ogy which are able to search according to those
tags. Currently the semantic system uses the
most frequent annotations as tags but it is not
possible to modify them. Another interviewee
suggested having descriptions for tags. This is
possible when the annotations are used as tags
because recognized entities already have their
descriptions.
Results presentation: Furthermore, some par-
ticipants suggested improvements in the repre-
sentation of the results. For example, one of the
subjects wanted to see the tags or the summary
of the document directly in the search results so
that it can help them to choose the document
with the right context. Another practitioner pro-
posed to have results collapsed according to the
ranking and organizational structure. In this way
one can have traceable trees based on location,
product, etc.

The key findings for research question RQ2
are stated below.

Key findings and observations for RQ2:
i) The ontologies related to software engineering

were not of the main interest to practitioners.
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They were more interested in domain-specific
ontologies and document ontologies (recog-
nizing a document type).

ii) The practitioners were positive about the dif-
ferent search options in KIM, in particular the
Facet search and the Structural search. Be-
ing able to see extracted information without
making a query is of great interest, however,
it is not provided by traditional search tools.
This also facilitates easy filtering, which was
important to them.

iii) It is important to have simple ontologies to
be still understandable.

iv) There should be a possibility to filter a search
query by the domain, document type, and
organizational structure.

v) The costs of implementation, migration, and
maintenance have been raised as an impor-
tant factor.

vi) In summary, the interview subjects denoted
diverse opinions about the use of ontologies
and what type of ontology they would like to
see. However, the domain and documentation
seem to be most dominant ones.

5. Conclusion

In this work, the main contribution was the
analysis of the usefulness and applicability of
ontology-based semantic information retrieval
technologies in knowledge management sys-
tems in the context of software engineering in
large-scale organizations. To perform this analy-
sis from all perspectives, we identified the exist-
ing problems, available technology, useful aspects
and challenges that the organizations should be
aware of. The problems are related to the search
engine and the structure of the existing tools,
the technology is able to process documents to
extract the knowledge inside, useful aspects are
related to filtering out irrelevant documents and
extracting people’s skills and interests, and the
challenge is the necessary effort to satisfy all
the needs. The research questions asked can be
answered as follows.
RQ1: How to implement semantic knowl-
edge management systems? First individual

components were implemented and an attempt
was made to integrate them. This was a con-
siderable effort, and the use of an already inte-
grated solution (here KIM) was preferred. Still,
the difficulty of integrating and updating new
ontologies was high. It was found that practi-
tioners need tailored ontologies, which is a hin-
drance for technology transfer. In general, the
KIM system should reuse existing components
(e.g. GATE) and ontologies as much as possi-
ble. However, the difficulty was to actually work
and integrate the components. Even with the
integrated solution, it was difficult to add and
modify ontologies.
RQ2: How useful are semantic knowledge
management systems in finding relevant
knowledge in software engineering? The
key part of a semantic knowledge management
system is the ontology to be used, as the most
beneficial structure has to be found. So far, we
could not find any completed and released soft-
ware engineering ontology that covers all the
knowledge in the domain. Yet, the case study
revealed that this was not necessarily needed.
It was found that the practitioners mostly need
a document ontology so that they can filter doc-
uments by their type and content.

Moreover, when it comes to reusing knowl-
edge, it was observed that the business domain
of the organization was equally if not more im-
portant, the practitioners indicated that the in-
formation they reuse or search is often related
to domain specific knowledge, solutions, prod-
ucts, business processes, etc. Hence, the ontology
should cover these aspects so that they can filter
the documents accordingly. They proposed on-
tologies that cover business process frameworks
for telecommunications (eTOM), organizational
structure of the corporation, project management
framework of the organization (PROPS-C) and
the product catalogue of the company.

Overall, when looking at the initial require-
ments one may reason on their fulfilment.
– Structure of information: The need to struc-
ture information and making people aware
of this structure was highlighted as very im-
portant. A means to do this are ontologies.
Given the difficulty of updating and adding
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new ontologies, the requirement has only been
partially fulfilled.

– Finding experts: This also requires the
update of the ontology incorporating
organization-specific roles and terminology.
Hence, only with an easy updating method,
this would be achieved.

Future work: A replication the case study can
be conducted in another large-scale company
that operates in a domain other than telecommu-
nications. The comparison of the two would yield
important results about interviewees’ ontology
choice. It is essential to see if their main ontology
choice is also based on the business domain of
the corporation. To generalize the needs of soft-
ware engineers about ontologies, it is necessary
to conduct several case studies. On the other
hand, another company in the telecommunica-
tions domain should also be analysed in order
to remove the defined external validity threats.
Also experimentation is needed. That is, in future
work, the actual time to find information should
be measured and also the quality of the deci-
sions should be evaluated. This study may help
in formulating research propositions as well as
providing explanations for quantitative findings.
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Appendix A. Interview guide

A1. Introduction

– Present yourself
– Ask about recording and confidentiality

The subject of the research is Semantic-Web
based Enterprise Knowledge Management sys-
tem. The focus is on improving information re-
trieval capabilities in knowledge management
systems. That is, we want to explore the benefits
of semantic search in enterprise environments.
What we mean by semantic search is using mean-
ingful, complex queries instead of traditional key-
word based search platforms (e.g. Google) and
retrieving aggregated knowledge from different
sources. The result set in the semantic search is
actually extracted knowledge instead of a set of
documents that contain the search string. The
reason why we would like to conduct interviews
is to understand how Ericsson employees gather
implicit and explicit knowledge during their daily
work and specify the role of internal collaboration
tools in this process. That is, we want know if
these tools can satisfy the needs of people to find
out the existing knowledge.

The focus is on how you cope with problems
related to information overload and finding in-
formation. The data that we will collect in this
interview will be very important for understand-
ing the problems about the current situation and
the usefulness of the proposed system to solve the
existing problems. We believe it will be a benefit
for the organization if we can reduce the time
spent on finding relevant information and hence
reduce the redundancy of sharing information.

A2. General questions about
background and communication

1. Could you please tell me about your roles
and responsibilities? (also current projects,
previous experiences, etc.)

2. Can you tell me how you share information
or documents in your projects with team
members and with other related departments,
units, etc.?

– How would you classify the types of infor-
mation you share?

– What kind of tool do you use for each
type of information?

3. What kind of problems do you face about
sharing or finding each type of information?
In which of these information types do you
think there is information overload and peo-
ple spend too much time to access informa-
tion?

4. How often do you use collaboration
tools/information/documentation of Ericsson
(give examples)? (scale: daily, weekly) What
purposes do you use them for? What kind of
information do you look for or do you share?
(possible scenarios). Do you easily accomplish
your goals in these scenarios?

5. Can you give me example search scenarios
from your daily work? Do you find documents
by browsing around? In which cases? Search
string examples?

6. How would you like to filter?
– SWEBOK knowledge areas and practices,
– Software lifecycle phases,
– Document types,
– Organizational structure (based on
projects, products),

– Domain.
7. How would you evaluate your satisfaction

with the search facilities in these tools?
WHY?

8. What do you suggest should be changed or
improved when it comes to searching?

9. What do you do if you cannot find the infor-
mation you are looking for in these tools?

10. How often do you need go and talk to a per-
son with expertise or experience, in order
to gather knowledge (even if it is simply an
abbreviation that you don’t know the mean-
ing of). In what kind of situations does this
happen? What kind of information?

11. How do you find the person to ask about
a given issue?

12. When you need to ask a question, do you first
perform a search if someone already shared
this information? If so, do you usually find it
or not?
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A3. Demo and evaluation

Present the semantic tool with its functionalities
and show search scenario examples based on the
loaded discussion forum pages within the system.
Illustrate different search types (such as faceted
search, browsing the ontology, filtering).
1. What do you think about the presented tool?

How would you rate its usefulness? Why?
2. How is the experience different from what

you are currently using? Why?
3. Do you think the speed of finding information

can change with this technology? If so how
much would it change if you had to rate them
on a scale?

4. For which type of scenarios and information
types?

5. What improvements do you think can be
made?

6. Would you use it to find the related people
to ask your questions (to gain implicit knowl-
edge)?

7. Would you prefer to add tags manually for
every information you share for more accurate
results, or you would prefer it automatic like
this?

8. What about a software engineering ontology,
would you search based on software engineer-
ing processes, artefacts?

9. If you have to rate on a scale, what would you
say about using a semantic system like this
in comparison with the existing systems you
have? Would you prefer this version? Why?

10. Do you think we have missed anything im-
portant that we can mention? Do you have
anything else to add?
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Abstract
Background: Achieving and maintaining a strategic competitive advantage through business
and technology innovation via continually improving effectiveness and efficiency of the operations
are the critical survival factors for software-intensive product development companies. These
companies invest in business modeling and tool support for integrating business models into their
product development, but remain uncertain, if such investments generate desired results.
Aim: This study explores the effects of business modeling on effectiveness and efficiency for
companies developing software-intensive products.
Method: We conducted a systematic literature review using the snowballing methodology, fol-
lowed by thematic and narrative analysis. 57 papers were selected for analysis and synthesis, after
screening 16 320 papers from multiple research fields.
Results: We analyzed the literature based on purpose, benefit, challenge, effectiveness, and
efficiency with software and software-intensive products as the unit of analysis. The alignment
between strategy and execution is the primary challenge, and we found no evidence that business
modeling increases effectiveness and efficiency for a company. Any outcome variations may simply
be a result of fluctuating contextual or environmental factors rather than the application of
a specific business modeling method. Therefore, we argue that governance is the fundamental
challenge needed for business modeling, as it must efficiently support simultaneous experimentation
with products and business models while turning experiences into knowledge.
Conclusion: We propose a conceptual governance model for exploring the effectiveness and
efficiency of business modeling to occupy the missing link between business strategy, processes and
software tools. We also recommend managers to introduce a systematic approach for experimenta-
tion and organizational learning, collaboration, and value co-creation.

Keywords: business modeling, business model operationalization, effectiveness, efficiency,
context-dependent, governance, software-intensive product development, literature review

1. Introduction

Software-intensive product development (SIPD)
companies experience digitalization of their busi-
ness environments. The embedded flexibility that
software offers merges with the high-pace tech-
nology innovation, resulting in new business op-
portunities for creating and capturing value in
digital business ecosystems [1, 2]. This has impli-
cations for the business model.

A business model is a blueprint for a com-
pany’s business logic and a description how to

manage and innovate the business. Central to
a business model is how an organization cre-
ates, delivers, and captures value [3]. Business
models can be seen as a set of choices and conse-
quences of these choices (strategies and tactics)
that impact the realizing organizations, business
processes, products, and systems [4]. Business
modeling in a business ecosystem is an activity
based on transactions of activities geared toward
value creation for all stakeholders [5]. Business
modeling (BM) is also a practice that aims to
analyze the business environment and acquire
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insights to formulate and drive change, by adapt-
ing and aligning the business strategy with the
execution to ensure value delivery for all stake-
holders [6, 7].

Optimizing value creation requires profound
understanding how the implemented business
model (organization, business processes, and sys-
tems) interacts with products and stakeholders
for value creation and value capture [8]. SIPD
companies have a unique position for optimally
(efficiently) creating the correct (effective) value
for all stakeholders. Given that software is the
main component in: 1) the tools for implementing
and supporting core business processes; 2) de-
veloping the software product itself, and 3) inte-
grating the product into the business ecosystem,
SIPD companies could seamlessly adapt and in-
tegrate their products to their business model
using business modeling [9].

The business model mediates the link be-
tween technology and a company’s performance,
but the literature is missing the studies which
focus on the interdependencies between business
model choice, technology innovation, and success
[10], as well as differentiating the value creation
and value capture analysis over individual, or-
ganization, and society level [8]. Several promi-
nent authors emphasized the lack of coherence
and clear focus in the business model literature
[7, 11,12]. In particular, there is a gap in under-
standing how BM interacts with software-inten-
sive products in the digitalization transformation,
and what effects BM have on increasing the ef-
fectiveness and efficiency of the SIPD companies
and maximizing the technology innovation real-
ization effects.

This literature study aims to address this gap
by investigating what factors determine the effec-
tiveness of BM, and if BM can act as an enabler
for improvements in effectiveness and efficiency
of SIPD companies. This study provides a soft-
ware engineering perspective on how software
and software-products enable value creation as
the unit of analysis for BM. This perspective en-
ables us to narrow the scope of the vast business
model literature, as well as limiting the size of
the study by defining a more precise context for
analyzing effectiveness and efficiency, as affected

by the on-going digital business transformation.
Based on the literature review results, we present
a summary of benefits and challenges associated
with BM including reported impacts on the ef-
fectiveness and efficiency of the business. Next,
we synthesize the implications for the research
and practice of BM and propose a conceptual
governance model (CGM) for exploring the effec-
tiveness and efficiency of BM (addressing both
the innovation of business models as well as the
outcome on company level for the implemented
business model).

The paper is structured as follows. In Sec-
tion 2, we introduce fundamental concepts re-
lated to BM and theories used to investigate the
multifaceted, cross-disciplinary view of BM and
business models. Section 3 reports on related
work to BM and its usefulness while Section 4
contains a detailed description of the study de-
sign and study execution including a validity dis-
cussion. Results are presented in Section 5, start-
ing with general results around the study itself,
followed by the detailed results regarding each
research question. In Section 6, our research syn-
thesis including trends and our proposed CGM
for exploring BM are presented. Finally, in Sec-
tion 7, we list six implications for researchers
and industry followed by our conclusions and
key statements in Section 8.

2. Background

2.1. Effectiveness, efficiency, and
governance in BM context

Business modeling shares several similarities with
software engineering, requirement engineering [13–
15], and software product lines (SPL) [16]. Soft-
ware engineering provides new possibilities to effi-
ciently and effectively implement strategies agreed
upon during business modeling activities [2].

The business model literature describes sev-
eral concepts associated with effectiveness and
efficiency. They are often adapted to specific
contexts, e.g., organizational efficiency, manufac-
turing efficiency, operational efficiency, product
development efficiency, and expressed as a value,
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time or in financial terms as for costs, revenues,
profits, and margins. By starting with an “um-
brella definition” offered by Webster-Merriam
on-line, we will discuss definitions suitable for
SIPD companies and our study.

Effectiveness is the power to produce the de-
sired result. Efficiency is defined as the ability
to do something or produce something without
wasting materials, time, or energy: the quality or
degree of being efficient (technical), but also as the
power to produce the desired result causing some
ambiguity between the two terms. Buder et al.
differentiate between quality (effectiveness) and
required effort (efficiency) [17]. Organizational
effectiveness is discussed by Zheng et al. in combi-
nation with strategy and knowledge management,
where they use the definition the degree to which
an organization realizes its goals [18].

Effectiveness is often measured as the quality
of the desired result and Frökjeaer et al., in their
attempt to correlate usability to efficiency and
effectiveness, they define efficiency as [. . . ] is the
relation between (1) the accuracy and complete-
ness with which users achieve certain goals and
(2) the resources expended in achieving them [19].
Measurements of efficiency are often related (di-
rect and indirect) to time and cost. In economics
the term efficiency focus on different aspects of
the balance between supply and demand. It is
measured by the relationship between the value
of ends and the value of means and examples of
terms are allocative efficiency (production repre-
sents customer preferences) and productive effi-
ciency (cannot produce more of one good without
sacrificing production of another).

Effectiveness and efficiency are subjective
and depend on evaluations. Such evaluations
are based on an individual’s understanding of
knowledge and interpretation in a specific con-
text [20]. Therefore, having the same understand-
ing of a context (which the measurements are
relative to), is fundamental when defining ef-
fectiveness and efficiency measurements for BM
(and the over-arching business context). Current
research on context description in software en-
gineering provides a useful checklist on context
facets (product, processes, people, practices and
techniques, and organization and market) [21].

Understanding, specifying, and sharing contex-
tual factors (often as part of contractual agree-
ments) is a critical factor for systematically opti-
mizing the level of sub-optimization in a business
ecosystem.

Effectiveness and efficiency are also closely
related to governance, and Webster-Merriam
on-line defines governance as the way that a city,
company, etc., is controlled by the people who run
it. Understanding governance is also a crucial
part of BM as indicated by for example [5,22,23].
Jansen considers measurements and governance
as the enablers of a successful software ecosys-
tem [24]. Zott and Amit argue governance is
a vital part of evaluating BM experimentation
[5]. Page and Spira discuss corporate governance
connected to the business model as a growing
need to attain accountability by the board by
considering conformance, performance, and over-
seeing management control systems. They con-
clude that corporate governance is essentially the
same thing as sustaining and developing busi-
ness models [25]. In this paper, we will use the
Webster-Merriam definition of governance.

2.2. Business modeling as an enabler
for a company’s efficiency and
effectiveness

There are many diverse and even divergent
definitions of a business model and BM, as
also highlighted in many literature reviews, e.g.,
[7,11,12,26]. A business model “models the busi-
ness”, but as such it has a wide range of usage
depending on who and why is using it. It can
be used as a description of “kinds and types”
in a taxonomy to compare businesses or like
a recipe for designing and innovating successful
(new) business. Business models can also act as
a description of the “logic of the firm”, i.e., how
to create value and generate profit, or as a scale
model to investigate, analyze, and evaluate dif-
ferent strategies and tactics, thereby supporting
both strategic and daily decision making [27].

There are two ways to interpret “efficient
and effective.” One interpretation is that the BM
process itself should be efficient and effective.
The other interpretation is that the business
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model realization should increase a company’s
efficiency and effectiveness, i.e., BM should be
the practice that increases a company’s efficiency
and effectiveness. In this work, we follow the sec-
ond interpretation of efficient and effective, as
we are primarily interested in BM as a way to
enable improvements in a company’s efficiency
and effectiveness. Therefore, we base our work
on the BM definition by Rohrbeck et al. as to
be a creative and inventive activity that involves
experimenting with content, structure, and gover-
nance of transactions that are designed to create
and capture value [28]. This definition supports
our investigation of BM for SIPD companies in
two ways. Firstly, looking at value creation trans-
actions allows for a value-driven business model
analysis in a business ecosystem. Secondly, by
introducing the word experimenting, it extends
BM to a process of “translating an idea into
execution, testing and changing until satisfied,”
similar to the agile software development meth-
ods. We complement the BM definition with the
proposed capabilities needed for BM (understand
and share, analyze, manage, and prospect) [9].

2.3. Translating business strategy into
execution using business models

Casadesus-Masanell & Ricart argue a clear dis-
tinction between strategy and the business model,
where the business model is a reflection of the
firm’s realized strategy and that the strategy is
the plan and process to reach the desired goal, via
the business model and onto tactics [4]. Among
the authors that recognize the role of the busi-
ness model in translating business strategy into
execution, Doganova talks about the business
model as a “calculative and narrative device” to
innovate and translate the business strategy into
execution [29]. In the same vein, Osterwalder
defines the business model as a formal model to
capture and translate a value-based business idea
into requirements for the ICT systems and the or-
ganizations that execute that business model [9].
Höflinger defines A business model is the design
of organizational structures for converting tech-
nological potentials into economically valuable
outputs by exploiting business opportunities [7].

For this paper, we combine our transaction-based
(bottom-up) definition of BM with Höflinger’s
(top-down) framework for defining the business
model since:
– He extensively integrates and builds on the

literature for business models.
– He addresses the issue of static versus dy-

namic business models (where he supports the
static nature of the business model and argues
business model innovation as the approach
to adapt to rapidly changing environments).

– He focuses on the consequences regarding
multi-value, superior performance and organi-
zational learning as a mechanism for feedback
and control.

– By taking an inside-out view of the research
gap addressed in this study, i.e., based on
how software and software-products enable
value creation as the unit of analysis for BM,
it enables both a top-down and bottom-up
analysis.
Translating business strategy into execution

is not an easy task and requires experimentation
with content, structure, and governance of trans-
actions that are designed to create and capture
value [28]. Rohrbeck et al. advocate collabora-
tive BM as a way to deal with the complexity
and uncertainty of systems and markets. They
stress the need for planning, decision making, val-
idation, and experimentation in highly complex
environments. Other scholars also acknowledged
the role of experimentation in BM [30–32]. Ex-
perimentation can help to capture and manage
the business environment dynamics, but it also
implies new challenges in addition to just cap-
turing and designing a business model. Some of
these challenges are emphasized by Ballon when
he argues it is precisely the alignment of control
and value parameters that is of most relevance to
business modeling in his aim to describe a theoret-
ical foundation for operationalization (preparing
for execution) of the business model [33]. Ballon
proposes an analytical framework for making the
scope for choice explicit while connecting value
to the configuration of a business model, while
others formulate the main challenge as organi-
zations have to reach the alignment state and
maintain it alongside its evolution [34].
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2.4. Capturing the change dynamics
and value with software products

Effectively dealing with change requires under-
standing how the concept of strategy relates to
the business model and tactics [4], what strate-
gic agility [35] and strategic flexibility [36] the
organizations have, as well as how changeability
(adaptability, agility, robustness, and flexibility)
can be operationalized using modularity in design
and software-based systems [37]. Flexibility and
adaptability has since long been a top priority
for CEOs1 and business model innovation is be-
coming a top priority amongst CEOs2. Hence, an
important part of analyzing efficient and effective
BM translates to capturing and managing the
change dynamics of today’s business operations.

Value creation and value capture are the cen-
tral concepts for BM. However, there is still
missing consensus on the boundaries of these
concepts, based on: (1) plurality in source and
target; (2) mix of content and the process; and
(3) the overlap between value creation and cap-
ture. Value creation is divided into use value (as
perceived by an individual) and exchange value
(as the monetary compensation), and should be
related to the source and the target (individ-
ual, organization, and society). Value creation is
highly subjective and context-specific but always
rooted in interactions. Value creation should be
primarily analyzed on the individual level, while
most business model literature discuss value cre-
ation on the organizational level. Value capture
overlaps value creation by discussing the sharing
of value (value slippage) to society, organizations,
and individuals [8].

Moore discusses value creation in a busi-
ness ecosystem and the importance to have
value-in-the-experience of customers, economics
of scale, and continuing innovation, while invest-
ing in expanding communities of allies. He defines
a business ecosystem as a complex structure of
interested parties and communities interacting

with each other to produce and to consume goods
and services, in a partially intentional, highly
self-organizing, and even somewhat accidental
manner [38]. In such a volatile and increasingly
complex environment, successful companies can-
not just add value, but instead need to address
the value-creating system itself. They must rein-
vent value, and work together with all stake-
holders in the business ecosystem to co-produce
value [39].

The flexible nature of software-intensive prod-
ucts opens up unique opportunities to quickly
reinvent and co-produce value, but also presents
new challenges for SIPD companies in business
ecosystems [37, 40]. Figure 1 illustrates an ex-
ample of software-based value creation in an
ecosystem, highlighting three distinct, but over-
lapping process areas: (1) core business processes,
(2) product development, and (3) product inte-
gration.

SIPD companies possess unique opportuni-
ties to harvest the flexible nature of software
and reinvent value by integrating and develop-
ing native product support for each respective
area and the business model(s). These areas are
extensively discussed in the business model litera-
ture, e.g., covering pure software business models
[41], open source/mixed source [42] and digital
options [43], transitions from product-based busi-
ness models to service-based models [44], or to
industrial product-service systems and use mod-
els [37,45,46]. Even mechanical products rapidly
become software-intensive products [47].

The software value map (SVM) [48] explores
the different value perspectives and the chal-
lenges of balancing the relevant value aspects in
software development. The SVM is an extensive
collection of software value aspects categorized
in four perspectives3: customer value; the finan-
cial perspective; internal business perspective;
and the Innovation, market and intellectual per-
spective on value. The SVM puts precise and
explicit terms on concepts discussed by Höflinger,

1Based on CEO Challenge 2004: Perspectives and Analysis, https://www.conference-board.org/publications/publi
cationdetail.cfm?publicationid=893, and revisted by http://www.floordaily.net/flooring-news/survey--most-ceos-say-
flexibility-and-adapting-to.

2IBM’s global CEO report 2006: Business model innovation matters, http://www.emeraldinsight.com/doi/full/10
.1108/10878570610701531.

3See http://www.softwarevaluemap.org for the SVM Tool and latest details, as it is continuously updated by
input from more than 50 companies world-wide, October 2016.
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Figure 1. Software-based value creation in a value delivery chain in a business ecosystem

e.g., know-how characteristics, value structure,
financial value, social value, and organizational
learning. The SVM provides a necessary but of-
ten neglected bridge between product strategy,
value, and operationalization of software systems
and products in requirements elicitation, and
decision making.

In Figure 1, two companies, and a customer
interact in a business ecosystem. The software
products are involved as agents via interfaces and
features along the value delivery chain. Value is
created in the interaction between two stake-
holders, indicated by the arrows between the
stick-men and their smiley faces. A company
needs to look beyond their borders to identify all
stakeholders and possible interactions for value
creation (at society, organizational, and individ-
ual level).

Different aspects of value are created in these
interactions, while external conditions and in-
fluences shape the perception of value (as tech-
nology and society advances), often resulting
in a misalignment between expected and per-
ceived value. BM (in a SIPD context) aims to
systematically capture, prioritize, and address
how business logic, resources, and governance
should be operationalized for optimal value cre-
ation and value capture. A software product is

hence an essential part of the operationalized
business model, both by acting as an agent to
the business model (the content, structure, and
governance of transactions), as well as through
optimizing a software product’s changeability
[37] to adjust for external influences.

Figure 1 also illustrates the recursiveness
and complexity of business models and soft-
ware-based value creation. Each company typi-
cally run their business model while the “overar-
ching” business model for the business ecosystem
can be seen as an aggregation and collabora-
tion of the “underlying” business models [28].
Software Product C (e.g., a browser) is using
Software Product B (e.g., a crowd-funding ap-
plication delivered as a cloud service), which
in turn is relying on Software Product A (e.g.,
a database application delivered as a service).
Each company develops their software product(s)
based on their (business model’s) vision and
goals. They constantly need adjusting for exter-
nal influences, using requirement engineering to
constrain the vision and goals into an “optimal”
realization (time, opportunities, risks, features,
and resources) of the software product. A soft-
ware product should have features addressing
(all) the needs of (all) stakeholders (throughout
the complete value delivery chain). It must also
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support any stakeholders’ interaction with the
software product throughout the product’s en-
tire life-cycle (from the idea, design, production,
commissioning, usage, to de-commissioning and
obsolescence). Such role-based interaction is il-
lustrated in the figure with features, interfaces,
bi-directional arrows and the stick-men. An in-
teraction can also be a non-human interaction
between two software products, entirely inter-
nal to a company, or any combination thereof.
These interactions occur at all levels in activi-
ties between actors, within and across company
borders, as well as within different life-cycles
of the value delivery chain. In a business model,
a transaction is an aggregation of such role-based
interactions where the exchange of information,
goods, payments, and feedback are not neces-
sarily synchronized. Also, the different software
products’ life-cycles interact and overlap. This
puts new requirements on the software product
to more efficiently handle the introduction of new
interactions and collaborations, e.g., customers
being part of the design or test of Company B’s
software product while Company A and B enter
a partnership agreement to share costs and rev-
enue [28]. For SIPD, this creates a tight, highly
recursive relationship between BM and the soft-
ware products.

3. Related work

Several prominent literature reviews are pub-
lished on the topics of business models. For
brevity, we focus on recent publications highlight-
ing aspects relevant for performance [7,11,12,49].
Common to all reviews is the lack of empirical
evidence that using BM to evolve the business
model increases a company’s effectiveness and
efficiency. Lambert and Davidson summarize 40
publications and report that choosing the right
business model is one factor for a company’s suc-
cess based on evidence of a relationship between
success, business models, and business model
innovation. They conclude that the studies mea-
sure and report what is the current situation, but
no empirical research aims to predict company
success.

Three of the reviews [7,11,12] highlight the
two major challenges in current research on busi-
ness models: 1) that business model research
is too dispersed and needs a consolidation of
concepts; and 2) that it is difficult to connect
strategy (via business model) to execution, while
capturing and handling the needed dynamics of
today’s global and multi-stakeholder business
environments. Other prominent researchers also
highlight the lack of a consolidated body of knowl-
edge and concepts [9,23,50,51], indicating a gap
in understanding BM’s real-world effects.

Business models for explaining a company’s
performance are frequently discussed both con-
ceptually [52, 53] as well as empirically [54–56].
Hacklin and Wallnöfer conclude that the business
model acts more as a symbolic artifact and not
as an analytic tool. Zott and Amit report em-
pirical evidence suggesting that business model
design can provide a competitive advantage, but
does not provide conclusions that employing
BM to evolve the business model will improve
a company’s effectiveness and efficiency. Lambert
and Davidson studied the relationship between
company success, business models and business
model innovation. These studies all measure and
report what is the current situation, but there
is no empirical research that aims to predict
company success or to conclude that business
modeling enables effectiveness and efficiency of
a company [49].

Osterwalder et al. advocate formalization of
business models using IS/IT tools and an exper-
imental approach “when-and-how-to-build” [57].
Their eight propositions to be observed and even-
tually tested seems still be equally valid: 1) use
rigorous meta-models; 2) increase understanding
business and IS/IT; 3) improve integration busi-
ness and IS/IT; 4) facilitate and improve IS/IT
choices infrastructure/applications; 5) facilitate
choices IS role and structure; 6) help defining
company’s goals; 7) facilitate identification of
key indicators; 8) externalize, map and store
knowledge of value creation logic [9].

Giessmann et al. extend Osterwalder et al.’s
propositions to build a model that can analyze
and compare business models, but their work
does not address the issues of aligning and daily
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execution of a business model [58]. Salgado et al.
also build on Osterwalder’s business model can-
vas (BMC) and discuss how to generate a BMC
from business goals, rules, and processes, but do
not further connect the results to the IS/IT real-
ization and daily operations [59]. They also dis-
cuss the alignment between business and IS/IT
(from the lens of business model artifacts, enter-
prise modeling, and strategy and goal modeling)
and formulate the main challenge as Achieving
alignment per se is not enough, organizations
have to reach the alignment state and maintain
it alongside its evolution [34].

The literature indicates a research gap be-
tween modeling the business and executing the
business model and more specifically, do busi-
ness modeling increase a company’s effectiveness
and efficiency? Höflinger’s framework extensively
builds on the literature but does not empirically
define or explore his angle of superior perfor-
mance, nor the dynamics of a business model
related to value. Further, he does not explore how
the learning of an organization interacts with the
design of, the representation of, and experimen-
tation with a business model [7]. Rohrbeck et al.
stop at the preparation for development and do
not provide further insights into the mechanics
needed for actual experimentation and validation
of a business model [28]. Richter et al. discuss
flexibility and value as a way to deal with change
and implementation of business models. They
conclude that further work is needed to better
understand inter-firm governance structure [37].
Ballon proposes an analytical framework for mak-
ing the scope for choice explicit and concludes
that further work is needed to make interde-
pendencies of parameters explicit and to extend
the model in a more prospective and predictive
sense [33].

4. Methodology

4.1. Research questions

We used software and software-intensive products
as the unit of analysis. The rationale comes from
the central role that software-intensive product
play in the on-going business environment digital-

ization transformation. We focus on the following
two research questions:
RQ1: What benefits and challenges of business
modeling are reported in the literature?
RQ2: What effects related to effectiveness and
efficiency of business modeling are reported in
the literature?

We used RQ1 to investigate the contextual
setting for business modeling and to compare
and analyze the reported effects on efficiency and
effectiveness. The on-going business environment
digitalization transformation heavily depends on
flexible and scalable software solutions. Therefore
we limit the scope to business modeling for SIPD
companies developing software-intense products
and services. The research process executed in
this study is outlined in Figure 2.

4.2. The snowball methodology

Our systematic literature review (SLR) method-
ology is based on the guidelines for snowballing
literature search proposed by Wohlin [60]. The
snowballing methodology is considered less noisy
compared to a similar database-search based
methodology and the critical step for a successful
snowballing is to choose a good tentative start
set characterized by: 1) studies from different
communities; 2) size appropriate for the studied
area; 3) diversity of publishers, years, and au-
thors; and 4) is based on the research questions
and keyword. The complete study was conducted
in four steps, outlined in the subsections below
and depicted in Figure 2. We screened 16 320
papers resulting in 57 papers included in the
study.

4.2.1. Step 1: Design of the literature review

To minimize the author-bias and to prepare for
a cross-disciplinary study (business management
and software engineering), we performed two
open-ended interviews to identify further reading
to understand the terminology to formulate our
research questions. These interviews helped us
to decide upon the methodology, validity risks,
inclusion criteria (IC) and data extraction prop-
erties. We also created a study protocol and doc-
umented each step and decision. The same IC
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Table 1. Search strings for start set

Id Terms
SS1 (“business model” OR “business ecosystem”) AND “value creation” AND “strategy”
SS2 (“business modelling” OR “business modeling” OR “business ecosystem”) AND “business strat-

egy” AND “value creation” AND (”effectiveness” OR “efficiency” OR “business flexibility” OR
“modularity” OR ”variability in realization” OR ”governance” OR “multi-business”)

were used defining both the start set and in the
following snowball iterations, see Appendix B.

4.2.2. Step 2: Defining the start set

We used a database search in Google Scholar
to find the start set and recommendations from
the interviewed experts. The two initial inter-
views (60-minutes, open-ended interview with
the question Does business modeling enable im-
provements in effectiveness and efficiency for
a company?) with experts in software engineer-
ing (telecommunication industry with 25 years of
experience) and business management (professor
in production management) resulted in a starting
point of:
– four recommended studies, of which Höflinger

also ended up in the start set [7];
– a wide multi-disciplinary map of subject ar-

eas: computer science; software engineering;
business management and accounting; eco-
nomics, econometrics and finance; organiza-
tion management; and decision science;

– additional keywords – open innovation, strate-
gic management, value creation, value cap-
ture, flexibility, business model innovation,
business ecosystem, organizational theory,
knowledge management, service science, en-
terprise architecture, software product lines,
open source, and product service systems.
After further search in Google Scholar for

definitions on these keywords, we created a rec-
ommended Golden Set (31 papers) from which
we derived a collection of definitions to help
us penetrate the terminology. The snowballing
methodology recommends using Google Scholar
to avoid any bias on specific publishers [60]. The
definitions helped us develop the search strings
(SS). We used a traditional search schema with

iterative clustering to reduce the number of hits
while minimizing noise (initially in Scopus since
it contains all the subject areas). We ended up
with two search strings4, see Table 1, used to
query six databases, see Figure 2.

Executing SS1 and SS2 (limited to title-ab-
stract-keywords) resulted in 2948 papers, see
Figure 2. The first author applied the inclusion cri-
teria on titles and abstracts, and 2378 papers were
removed. The remaining 570 papers were put in an
excel sheet so duplicates and not peer-reviewed pa-
pers could be discarded. The final 477 papers were
screened more thoroughly (abstract, introduc-
tion, conclusion) for IC and the result discussed
and validated with the second author, leaving
nine papers to be included in the start set. One
paper recommended by the experts in business
management was also included in the start set.

4.2.3. Step 3: Execute snowballing iterations

The first author collected the references of ci-
tations to the papers selected in each iteration.
Next, we applied inclusion criteria and calcu-
lated the Cohen’s Kappa in all iterations, see
section 4.3.

In total, we screened 10 414 citations and 2958
references, see Figure 2. Iteration 1 covered the
start set and resulted in 35 selected studies (out
of 612 references and 249 citations). Iteration 2
resulted in 2011 references and 10 134 citations.
The noise in citations is one of the downsides
reported for the snowballing methodology, and
we applied an initial pre-screening (language, ti-
tle, abbreviated abstract) giving us a remaining
1335 citations to screen. By having the candidate
list in Excel, it was easy to detect all duplicates.
We selected 11 studies in iteration 2. Iteration 3
rendered 313 references and 30 citations resulting

4SS1 uses stemming and SS2 doesn’t. Also, “multi-business” was added upon recommendation of industry expert,
since executing several business models in parallel is a significant challenge for large SIPD companies.
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Figure 2. Research methodology overview

in one new paper selected. We got a natural stop
of the snowballing procedure by iteration 4 with
no more studies discovered resulting in a total of
10+35+11+1 = 57 studies selected for analysis,
see Appendix A for a complete list.

4.2.4. Step 4: Data extraction, analysis,
and synthesis

Appendix C outlines the data extraction prop-
erties (EP) used in this study. ATLAS Ti5 and
Excel were used to keep track of and analyze re-
sults as well as synthesize extracted information.
The extraction was done by the first author and
validated by the other authors, see section 4.3.

Properties EP1–EP4 were evaluated per pa-
per and used to analyze the relevance to industry
for each paper’s contribution. The property EP3
(Rigor & Relevance) was also used for quality
assessment, see extracted raw data per paper
in Appendix A and detailed calculations in Ap-
pendix C. It helped us to evaluate generalizablity

of the results, see section 4.3. Open coding [61]
was used for properties EP5–EP9 and the ex-
tracted data was thematically analyzed. Prop-
erties EP5–EP9 helped us synthesize results re-
garding BM as phenomena as well as to identify
potential research gaps.

The results were iterated in two phases (a)
RQ1 and (b) RQ2. For each phase, the first au-
thor prepared a summary of listed quotations
from all studies. The list was then reviewed
against the extracted result, and the first au-
thor had to explain a summary of each paper’s
findings to the reviewer. Phase (a) were reviewed
by the second and third author, while phase (b)
were reviewed by the second author.

4.3. Validity threats

We adopted the validity guidelines suggested by
Runeson et al. [62]. An extensive industrial ex-
perience of the authors may have influenced the
aims of the study with a stronger bias towards

5Software for Qualitative Data Analysis, http://atlasti.com/.
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solutions. We mitigated that bias by two initial
interviews and an iterative refinement of the re-
search questions and also by applying a grounded
theory approach [61], fostering a focus on the
merits of each paper before an end-to-end per-
spective could be evaluated.

The selected ten papers in the start set are
highly heterogeneous and therefore minimize the
bias on specific author or terminology. Similarly,
we mitigated the author’s bias by calculating
the Kappa coefficient when selecting the start
set papers. The Kappa analysis was done by
the first and second authors, and the value was
κ = 0.566 and later increased to κ = 0.638. The
Kappa analysis was also performed during the
first snowballing iteration on 12% of the studies
with a resulting value of κ = 0.763. These values
represent sufficient agreement and increase the
validity of the study.

To mitigate author bias during extraction, six
random studies were selected (of the 57 studies)
and extracted by the first and second authors.
The validation showed a discrepancy of one paper
for extraction properties EP1–EP4 and after fur-
ther discussion full agreement was reached. Also,
the results to the RQs (EP5–EP9) was iterated
in two phases, and each phase was presented by
first author before discussed and evaluated by at
least one more researcher.

Rigor and relevance analysis was applied to
mitigate potential threats to conclusion valid-
ity. The rigor classification based on software
engineering literature was also adapted for busi-
ness modeling literature. The relevance param-
eter was coded using binary weights (0, 1, 2,
and 4 instead of the recommended 0 and 1).
We also decided to add property EP4 to specif-
ically address the relevance of a paper’s content
concerning our RQs (since the property EP3
and its’ relevance aspects only consider the re-
search method and context of a paper). This
provided higher resolution when discussing the
relevance and when thematically comparing the
papers. The extraction of results was iteratively
reviewed and discussed with second and third
authors. We minimized potential internal valid-
ity threats by following the systematic mapping
study guidelines, creating a review protocol and

sharing the work associated with data extraction
and analysis.

Since this study covers studies from a wide
set of research fields, the semantics (and context)
of words can often be misleading. We addressed
this by our choice of a snowballing methodology
in combination with a rigor design to identify
the start set. Moreover, we used open coding
(inspired by grounded theory [61]) to synthesize
and harmonize language between the different
research fields.

Because of the interdisciplinary nature of this
study, the risk remains that some aspects are
underrepresented and other aspects are overrep-
resented. In particular business model innovation
or business process modeling seems to be heavily
researched in the business management and the
computer science community. However, we de-
cided to limit the scope in these dimensions since
our primary interest is the interplay between
the strategic intentions, the design of a business
model, the realization of it, and the resulting ef-
fects on efficiency and effectiveness, rather than
details on how individual steps are performed.

We selected our start set studies from dif-
ferent research disciplines and these studies are
conducted using many different research meth-
ods which improve the external validity of our
literature review. Even though the start set is
carefully chosen and includes publication years
(2004–2014) there are only 17 (out of 57) papers
published during 2013–2015.

5. Results and analysis

Table 2 shows results related to research ques-
tions mapped to each paper’s context (data ex-
traction property EP4, see Appendix refapp:C),
including frequency and summarizing comments.
Using inclusion criteria IC2 and IC3 we inves-
tigated if the papers address flexibility without
further exploring the efficiency or effectiveness.

74% of the identified studies (EP4, categories
2 and 3) focus on the business model construct
rather than the BM as a practice. One reason for
this could be that BM as a practice is a broad, di-
verse topic forcing researchers to limit the scope
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Table 2. Results mapped to research questions and paper context

RQs
/ICs

Business
modeling
(1)

Business
model (2)

Other (3) Sum
of pa-
pers

Comment

RQ1 2, 6, 15, 17,
18, 35, 36,
37, 41, 49,
51, 52, 53,
54, 56

1, 3, 5, 7,
9, 13, 14, 16,
19, 20, 21,
22, 24, 29,
32, 33, 39,
40, 45

8, 10, 12, 26,
30, 31, 34,
38, 42, 43,
46, 48, 55,
57, 58, 59

50 Scattered in a multitude of practices and
frameworks. Results suggest lack a system-
atic alignment of contextual information
hindering re-use and integration of prac-
tices

RQ2 17, 35, 37,
54, 56

1, 5, 24, 29,
32, 45

8, 42 13 Quotes on effectiveness and efficiency are
not differentiated nor substantiated

IC2 2, 6, 17, 18,
35, 36, 37,
41, 49, 52,
53, 54

1, 3, 5, 7,
9, 13, 14, 19,
20, 22, 24,
27, 29, 33,
39, 40, 45

8, 10, 12, 26,
30, 31, 34,
38, 48, 55,
57, 58, 59

42 Many papers reflect over flexibility. Gover-
nance is important for understanding the
value (and cost) of (the right) flexibility in
order to optimize the value creation and
value capture

IC3 2, 6, 15, 18,
35, 37, 49,
51, 52, 54, 56

1, 3, 5, 7,
9, 13, 16, 19,
21, 22, 24,
27, 29, 32,
33, 45

10, 12, 26,
31, 34, 43,
46, 55

35 Variability in the realization is an impor-
tant aspect of flexibility and should be
a part of the business modeling analysis

Sum
of pa-
pers

15 (29%) 20 (39%) 16 (31%) The % is calculated of the 51 papers adress-
ing RQs+ICs. 6 papers of the total 57 se-
lected papers did not specifically address
any of the RQs+ICs. They all belonged to
category 3: Other

Hit
rate

33% (5) 30% (6) 9% (2) The ‘hit rate’ is the ratio of papers address-
ing both RQs. For category 3 the ratio in-
clude the 6 papers (not listed in the Table)
not addressing any RQs

by addressing some aspects of a business model
construct rather than BM as an activity or pro-
cess. Still, only 33% of the paper address both
RQ1 and RQ2.

The number of papers addressing multiple
RQ+IC is growing since 2005. As the area be-
comes more mature, it is also becoming more
complex, multifaceted, and cross-disciplinary.
This trend is also indicated by Kindström where
he states that companies need to focus on all
areas of their business models in a holistic fash-
ion, and not just change isolated elements [P24].
Similar, Reim et al. concludes that more research
efforts are needed on the complicated relation-
ship between strategic and operational levels [P3].
This could be one of the reasons why business
model research is still scattered and disperse. To
evaluate BM efficiency, it is therefore essential
to connect the business strategy via the business

model to the execution of the business model
with traceability to daily operations and results.

We used Rigor and Relevance (EP3) to an-
alyze the identified papers, see Figure 3 and
Appendix A. 60% of the studies received in-
dustry relevance scores greater than 7, repre-
senting a good balance between state-of-art and
state-of-practice. A majority of these studies (20)
score 15 (highest), and additional eight studies
score > 9 (two or more conditions met). The
included literature reviews [P3, P9, P29, P40]
have (as expected) a relevance score = 0 with
acceptable rigor scores (>= 1). The remaining 19
studies with a non-industry relevance score, dis-
cuss specific topics or more general frameworks
and methods/aspects (related to BM) divided
on: strategy [P15, P19]; life cycles [P25, P28]; ef-
fectiveness and efficiency [P35]; flexibility [P27];
static/dynamic [P14, P34]; or frameworks, meth-
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Figure 3. Papers plotted for frequency (size), rigor (X-axis) and relevance (Y-axis) scores,
and paper context (font)

ods and models [P8, P10, P16, P18, P22, P31,
P32, P41, P44, P57, P59].

45% of the studies are coded with a low rigor
(score 0 and 0.5) where 11% only describe the
context, but not mentioning any design or valid-
ity aspects. The validity aspect is the single most
lacking aspect lowering the rigor in 54% of the
22 studies with medium rigor (score 1, 1.5 and 2).
Different research fields are different regarding
maturity, methodology, and best practices on
how to report the research, which we believe are
the main reasons affecting the rigor aspect.

5.1. Benefits and challenges associated
with business modeling (RQ1)

We extracted 263 quotes of purpose, benefits
and challenges of business modeling (EP5), see
Appendix D. Quotes of purpose (P) often sets the
general context, while quotes of challenges (C)
or benefits (B) often are reflections of how well
a solution to a specific problem works. Benefits
refer to a solution with good enough result while

challenges refer to potential issues to obtain a sat-
isfactory result (judged by specific qualities and
contextual factors). We identified the following
common areas (rows in Appendix D): 1) value cre-
ation/capture; 2) cost/revenue; 3) mind-set and
knowledge; 4) means6 (mission, strategy, tactics,
directives, organization, and resources); 5) ends6
(vision, goals, and objectives); and 6) assessment6
(decision control, clarity, visualization, influencer,
etc.).

Our literature review results suggest that the
overarching purpose found for BM is for a com-
pany to stay competitive and improve its business
results. The quotes of purpose are often overlap-
ping and cover a wide variety of more specific
topics, like managing individual business aspects
(e.g., offerings, market, cost and revenue), captur-
ing the business logic and activity systems, over
to a holistic nature like “operationalize strategy”,
appropriate value from technology, or managing
value (co-creation, capture, creation) and part-
ners. Investigating the quotes further, we identi-
fied three primary contexts for BM (columns in

6We use the terms assessment, ends, and means as defined in 2015 by Business Motivation Model Specification
Version 1.3. http://www.omg.org/spec/BMM/. Accessed 2 Nov 2017.
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Figure 4. Quotes binned on purpose, benefits+challenges, and distributed over the primary contexts

Appendix D): 1) Strategy and planning; 2) Daily
operations (executing strategies and plans); and
3) Governance and communication.

To analyze potential ambiguity (per paper)
between the primary context of purpose quotes
vs. the primary context of benefits/challenges
quotes, each quote is tagged with Paper ID, Type
of quote (one of P, B, C), and primary context
(one of 1, 2, 3). Figure 4 illustrates the number of
papers adhering to different contextual coherence
bins distributed over the three primary contexts.
We define the five contextual coherence bins. Bin
0 equals a paper having zero quotes in a primary
context. Bin 1 equals a paper having quotes of P
and B/C only in different primary context. Bin
2 equals a paper having only quotes (B/C) for
a primary context. Bin 3 equals a paper having
only quotes (P) for a primary context, and Bin
4 equals a paper having quotes of both P and
B/C in same primary context.

Strongest contextual coherence is found in bin
4, with the highest ratio for the primary context
“Governance & communication” at 16% (15 pa-
pers). The most significant contextual ambiguity
(bin 1) is found in 4 papers [P8, P13, P19, P49]
where a purpose is stated in one primary context
while the benefit or challenge is claimed in an-
other primary context without specific detailing
the relationship. Romero & Molina discuss the
purpose of value co-creation, as a complicated
cooperative process (speed, coordination, com-

promise) with the challenge of managing the
experience-sharing network, and how that af-
fects the business modeling [P8]. Chesbrough dis-
cusses business model innovation with purposes
related to formulating competitive advantage,
value proposition and value chain definition while
concluding challenges as a lack of tool support
and continuous learning associated with BM ex-
perimentation [P13]. Richardsson discusses the
purpose of formulating and achieving goals and
objectives while concluding challenges as manag-
ing the different abstraction levels towards exe-
cution and getting the details right [P19]. Eurich
et al. discuss the purpose of transforming the
business opportunity into an organizational im-
plementation via experimentation and business
model fit, while concluding challenges in practical
aspects like lack of details, not aligned design pro-
cesses, disregard of external influences, etc. [P49].
Moreover, a significant portion of the papers
lack statements on purpose, benefit, or challenge
making a discussion around effectiveness and effi-
ciency more challenging due to vague contextual
information. Our results highlight a challenging
issue how to effectively and efficiently defining
contexts to improve understanding and commu-
nication in BM literature.

The importance of contextual information is
mentioned by seven studies [P8, P17, P18, P20,
P25, P51, P59], but no author goes as far as to
suggest how to describe or represent the contex-
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tual information. At the same time, the current
research on context description in software en-
gineering provides a useful checklist on context
facets (product, processes, people, practices and
techniques, and organization and market) [21].
However, these context facets are ambiguous in
themselves, e.g., a market consist of products,
customers, and organizations, a product could
be a service and therefore include a process, etc.
As a reflection of the identified challenges and
claimed benefits, related to the paper’s contribu-
tion to practices and methods for BM (includ-
ing effects on effectiveness and efficiency), the
underlying purpose is contextually vague with
statements like “operationalize strategy” [P36,
P37], or “deal with uncertainty” [P2, P52, P54].
The papers offer no empirical evidence to support
that the purpose can be realized with claimed
benefit nor do they quantify the extent of the
challenges.

Similarities between the quotes on benefits
and challenges are found, but only eight quotes
are reported by multiple authors, for example:
“(−) difficult managing dynamics (agility, adapt-
ability, planning, decision) for alignment to envi-
ronment and other organizations” [P2, P5, P7,
P9, P36]; “(−) hard to visualize, document and
share” [P26, P32]; “(−) difficult to mobilize and
align available resource in time” [P9, P15]; “(+)
better understanding, better language and legit-
imacy” [P17, P32]. We speculate that this low
level of coherence between the papers is a result
of the wide topical area of BM. We also note that
seven of these eight quotes discuss common top-
ics of governance (“handle dynamics”, “align”)
and knowledge (“understanding”, “sharing”, “le-
gitimacy”, etc.), while the remaining statement
covers value creation.

There are also cases where the same type of
statement is argued both as benefit and chal-
lenge (by different authors). For example, (+)
“building better strategies” [P32] vs. (−) “BM
design requires better integration with strategy
analysis” [P37] or (+) “improves dealing with
uncertainty” [P2] vs. (−) “difficult to deal with
uncertainty, complexity and dynamism” [P54]
or (+) “improves alignment of strategy, organi-
zation and technology and integration business

IS/IT domains” [P32] vs. (−) “hard to reach
and maintain alignment of business model and
information system model” [P59]. This kind of
ambiguity can be a result of the wide topical area
of BM in combination with a poorly specified
contextual setting, opening up for a different
interpretation of results.

The majority of the quotes are found in the
union of (Governance) | (Mindset, Knowledge)
| (Assessment) indicating that learning (knowl-
edge) and control (governance) is key to BM.
This is also backed by [P5, P13, P32, P51] which
discuss the importance of experimentation and
learning to adapt to the changing environment.
The changing environment is also highlighted by
[P2, P9, P49] as a challenging fact of business
models, and as McGrath concludes, everything
cannot be planned, but rather adapted to a suit-
able fit [P18]. In the same vein, we notice the
vast number of papers belonging to bin 0, 2, and
3, indicating that a majority of the papers foucs
on a single primary context of BM, rather than
connecting the strategy to the execution and eval-
uating the business outcome (as a consequence
of the BM practice).

Summarizing the results, the most common
challenge is how to deal with the dynamics of busi-
ness models [P2, P5, P7, P9, P36] and most of the
quotes on challenges relate to the non-existing so-
lutions for governance (representation, simulation,
decision-support, and feedback) of the proposed
frameworks and methods. Since governance is
not addressed, each BM method or framework
may work in its’ specific context, but taken out
of context or combined with other methods may
fail to deliver the claimed benefits. Also, the
quotes of benefits are unsubstantiated or claimed
with limited empirical evidence (except for an
empirical case which evaluates and compares
user’s understanding of two value models [P35]).

5.2. What impact does BM have on
effectiveness and efficiency (RQ2)?

Only two studies make a clear distinction be-
tween the terms effectiveness and efficiency [P5,
P35] where Chew and Buder & Felden both
specifically link effectiveness to quality and ef-



280 Magnus Wilson et al.

ficiency to effort to perform a task. Zott et al.
recognize efficiency as an important value driver,
and that any value driver can enhance the effec-
tiveness of the other drivers [P29]. Osterwalder
et al. connect efficiency to infrastructure manage-
ment while effectiveness is indirectly connected
to value [P32]. Chew and Romero & Molina con-
nect effectiveness to customer experience [P5, P8].
Mason & Mouzas argue efficiency is a product of
careful management of resources and capabilities
driven by a “network focused” approach while
effectiveness (via marketing) is a product of being
market-focused to keep in touch with changing
customer needs by flexible products and service
offerings [P58]. The terms are also used on differ-
ent abstraction levels hindering in-depth analysis.
We believe this is a likely result due to the combi-
nation of: 1) none of the 57 studies have research
questions that directly address effectiveness and
efficiency; 2) that business model research is still
not coherent with a consolidated view of what
a business model is used and useful for; and 3)
few scholars address both primary contexts of
strategy and the execution making an evaluation
of effectiveness and efficiency difficult.

Measurements of effectiveness, efficiency, and
company’s performance (as an expected outcome
of efficiency and effectiveness improvements) are
neither sufficiently described nor substantiated.
Measurements of effectiveness were only explic-
itly defined by Buder & Felden where they used
a ratio of correctly answered questions to evalu-
ate the effectiveness of individual methods about
understanding value [P35]. No explicit measure-
ments on efficiency or company’s performance
were found amongst the papers, except for An-
dries & Debackere who suggested company’s sur-
vival rate to measure its performance for new
technology-based business models [P42]. Ghezzi
discussed how discontinuity can be detected be-
fore it affects a company’s performance but does
not mention how to measure the performance
[P37]. A company’s performance is also referred
to by different terms but not further substanti-
ated, for example by profitability [P29], value
creation [P29], organizational performance [P29],
operating cost or gains in productivity [P54]. We
found no empirical evidence (except [P42]) to

substantiate claims on effectiveness and efficiency.
We also note that all 13 papers addressing RQ2
also address aspects of flexibility and variability
in the realization (IC2 and IC3, see Table 2).

Indirect effects on effectiveness (and efficiency
via profitability) are reported by three papers
[P24, P29, P37]. Kindström discusses the tran-
sition to the service-based business model as
a key to remaining competitive [P24]. He does not
make any specific claims about effectiveness or
efficiency, but proposes focusing research efforts
on: 1) how to industrialize service offerings to
a larger scale; and 2) understanding how a tran-
sition to service-based business models affects
profitability and growth. Zott et al. in their litera-
ture review acknowledge the possible contingent
effect of BM linking product market strategy
and company performance [P29]. They also refer
to a study by at IBM Global Business Services
in 2006 that says financial out-performers put
twice the effort on business model innovation
compared to under-performers, but do not fur-
ther elaborate as on how. Ghezzi looks at the
strategic planning process and BM under dis-
continuity [P37]. He concludes that the ‘busi-
ness model parameters mix’, as derived from
the different business model blocks, directly af-
fects the company’s performance. He provides
a strategy-analysis tool based on BM, VN, and
RM constructs (business model, value network,
resource management), to detect what is chang-
ing in the company’s strategy when discontin-
uation occurs, but he does not discuss in any
detail how to derive any changes in effectiveness
or efficiency.

Summarizing the results, we found limited
empirical results indicating that BM has an over-
all effect on a company’s results regarding ef-
fectiveness and efficiency improvements. It is
also not possible to judge whether a favorable
outcome can be achieved in a scenario of contin-
uous (experimental) BM, or it is just a result of
a one-time activity to modify the business model.
Also, we note that all 13 papers addressing RQ2
also address aspects of flexibility and variability
in the realization. These limited results prompt
us to do a contextual analysis of the effectiveness
and efficiency of BM.
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5.3. Contextual analysis of effectiveness
and efficiency

We base our analysis on the two main contextual
BM settings: 1) the business model realization
should increase a company’s effectiveness and
efficiency; and 2) the effectiveness and efficiency
of the BM process itself.

For increasing effectiveness and effi-
ciency (contextual BM setting 1), we found
the same three primary contexts as reported
in Section 5.1: 1) strategy and planning; 2) daily
operations (executing strategies and plans); and
3) governance and communication, see Table 3.
From these contexts, we identified three patterns
(full, partial, and single) describing whether a pa-
per covers all three contexts or parts of them.
The patterns are derived from the first three
columns (define, execute, and governance) in
Table 3. Full means that the paper does address
topics in planning and strategy, daily execution,
plus governance and communication contexts.
Partial refers to any combination of two con-
texts, while single refers to only one context.
We also analyzed the papers according to the
three key areas aggregated from the studies: value
creation/capture; decision support; mindset and
knowledge.

The BM process’ effectiveness and effi-
ciency (contextual BM setting 2) are discussed
by 3 of the 13 studies [P35, P54, P56]. Buder &
Felden recognize the hurdle of keeping models
consistent during transformations and suggest
a specific value representation model as a rem-
edy [P35]. Salgado et al. propose a method for
modeling and visualizing requirements on the de-
fine and execute processes of the business model
[P56]. Both studies offer limited empirical evalua-
tions. Meier & Bosslau recognize the importance
of a continuous, integrated BM to capture the
dynamics of the ecosystem [P54]. It is the only
paper clearly discussing the importance of not
separating the process of BM from the actual de-
fine and execute processes of the business model.
However, they do not quantify any effects on ef-
fectiveness and efficiency, while concluding that
tools are a necessary focus for further research.
We believe the lack of empirical results is a direct

consequence of: 1) the wide contextual settings
for business model research; and 2) the lack of
consolidated view on what a business model is
used and useful for. Given our study’s primary
focus (contextual setting 1), we also interpret the
ratio of papers addressing our main contextual
setting (77%) as a quality measure of our study
design.

Full pattern category papers [P1, P5, P8,
P24, P29, P54] advocate that to yield effective-
ness and efficiency, the overall focus is how the
plan/strategy/goal should be aligned with the
execution of the strategy. Woodard et al. dis-
cuss how “design moves” enable rapid product
development in a new domain with fierce compe-
tition and how to formulate and execute digital
business strategies (align strategy to execution)
based on option value and technical depth [P1].
They propose decision-support via option value
and technical depth to integrate the perspec-
tives of designers and corporate strategies. They
empirically illustrate effectiveness and efficiency
from a set of design moves but do not state on
what level anything became more efficient.

A transition into service-based business mod-
els to improve competitiveness and efficiency of
the business model is proposed by three papers
[P5, P54, P24]. Chew argues that business model
design impacts directly financial performance but
does not state how nor to what extent it affects
effectiveness [P5]. Effectiveness is a result of ser-
vice variability and aligning the three contiguous
processes for optimal value co-creation (customer
value-creating, supplier value-creating, and the
service encounter processes). He focuses on the
define process with a service design concept to
understand the customer needs and value ap-
propriation, and concludes that execution also
requires support by a corresponding modular orga-
nizational architecture as well as IS architecture.
Meier & Bosslau discuss the difficulties when
transitioning from a product-centric business
model into a product-service centric model, with
empirical findings that only 21% of manufactur-
ing companies succeed in this transition [P54].
The fundamental problems are: a drop in effi-
ciency, diversified portfolio, and an increased
cost due to an increased product-service port-
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Table 3. Identified effects on effectiveness and efficiency

Pattern and
key areas

Strategy & planning
(Define)

Daily operations
(Execute)

Governance &
communication

Business modeling

(contextual setting 1) (contextual setting 1) (contextual setting 1) (contextual setting 2)

Full pattern
P1, P5, P8, P24,
P29, P54

x x x P54

Partial pattern
P32, P37, P56 x – x P56
P42 x x – –

Single pattern
P17, P35, P45 x – – P35

Value creation/
Value capture

Concept of design
moves [P1]
Service concept
design, service design,
customer experience
design, service
architecture design
[P5]
Effective product
market strategy [P29]
Business process
modeling efficiency
[P35]
Cumulative changes
have a positive effect
on success rate in
immature markets
[P42]

Concept of design
capital [P1]
Adaptations to initial
BM are crucial, over-
and
under-adaptations
effect performance
[P42]
The availability of
resources and
capabilities are more
important to quality
of adaptation [P42]

Transition to
service-based
business model
improves profitability
[P24]
Dynamic business
models (with
flexibility) are
important for
a successful transition
to service-based
business models [P54]

Modeling overhead in
transformation and
reduction to maintain
consistency [P35]

Decision
support

Provide relevant
information for next
stage [P17]
Strategic tools,
business model, value
network, resource
management, signal
radical change [P37]
Empirical findings on
instrumental
efficiency for business
modeling show no
convergent results
[P45]
Process, goals, rules
improves traceability
[P56]

Decision-support via
option value and
technical depth [P1]
Representation of
information to
enhance pragmatic
validity [P17]
Foundation for
improved speed to
react on external
event and business
environment [P32]

Quantitative
modeling and
simulation is vital in
continuous loops
[P54]
Process, goals, rules
improves traceability
[P56]

–

Mindset and
knowledge

– Capitalize user’s
knowledge for
innovation (idea
generation,
prototyping) [P8]
Cumulative changes
have a positive effect
on learning and
success rate [P42]

Formalizing activities
forces implicit
understandings
become explicit [P17]
Generating and
transferring of
insights is key for
reuse, e.g., business
model cockpit [P54]

Generating and
transferring of
insights is essential
for reuse [P54]
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folio without a matching increase in revenue.
They propose an iterative learning process based
on an integrated business model design and en-
gineering using System Dynamics (SD). SD is
used to specify the business models run-time
behavior over time, but they conclude that the
provision and further development of this ap-
proach are crucial in further studies. Kindström
identifies vital aspects in define, execute and
governance when changing into a service-based
business model, and also recognizes the challenge
of staying profitable [P24]. However, he makes no
specific contribution how to improve efficiency or
effectiveness and concludes that more research
is needed to link a transition to profitability and
growth.

To enhance the effectiveness of collabo-
rative networked organizations, Romero &
Molina propose an experience-centric network
reference framework based on open-business
models (co-innovation/open innovation) [P8].
By integrating a multi-value perspective with
a multi-stakeholder approach, one can capitalize
on the networked organization’s knowledge to
achieve better business models (e.g., better risk
management and transparency through value
co-creation). They present no evidence for im-
proved effectiveness or efficiency.

Partial pattern category papers [P32, P37,
P42, P56] focus on the define process in combi-
nation with governance to ensure the expected
results. Osterwalder et al. discuss how a formal-
ized model can help to react to external events
with speed and effectiveness, but presents no
empirical evidence thereof [P32]. Salgado et al.
argue that the gap in the business-IS/IT dialogue,
which in turn leads to inefficient and non-effective
IS/IT solutions, partly comes from: 1) the lack
of formality; and 2) high dependency on spe-
cific and skilled analysts, when deriving IS/IT
requirements from business goals [P56]. They
propose the use of PGR (process-level use cases,
goals, and rules) to improve traceability and the
alignment of Business and IS/IT as a way to
improve effectiveness (of both developing and
running the IS/IT solution). To close the gap in
the business-IS/IT dialog and increase efficiency,
they propose a method how to generate a BMC

from goals and rules to improve decision mak-
ing and increase traceability. The method has
only been tested on a small, manual scale with
considerable limitations: 1) a high dependency
on individual analysts and their knowledge and
business heuristics; and 2) limited scope due to
the amount of human resources needed. Conclu-
sions on effectiveness and efficiency for their work
are too early to derive. Ghezzi discusses business
strategy under discontinuity and presents three
tools to help managers identify a signaling “vec-
tor of inputs” to trigger a strategic re-planning
process [P37]. He refers to the relation between
the business model performance and a company’s
performance but makes no claims on effectiveness
or efficiency with his contribution. Andries & De-
backere instead look at the define and execute
processes in their discussion how adaptation and
performance are related to new technology-based
businesses [P42]. They conclude that business
model adaptation is beneficial in less mature,
capital-intensive and high-velocity businesses, as
it reduces failure rates in dependent business
units. However, they do not detail how this can
be done using BM.

The Single pattern category includes studies
[P17, P35, P45] focusing on the define process
and advocates more research addressing effective-
ness and efficiency. Hacklin & Wallnöfer discuss
how the business model is applied for strategic
decision making [P17]. They explore implications
and limitations of using a business model as
a “strategizing device” and how BM is forcing
to formalize current activities and make implicit
understandings. They propose future research
on the effectiveness of business: 1) deal with
technical aspects how to systematically use BM
to improve effectiveness; 2) to test the linguistic
legitimacy of various frameworks for BM; and
3) improve the effectiveness of different repre-
sentational modes of the business model to gain
pragmatic validity. Buder & Felden evaluate the
efficiency of representation and formalization
of value models (e3value and REA) to under-
stand business models [P35]. They discuss the
impact of business processes on value creation
and stress the importance of consistency between
business and process modeling. They find e3value
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to be more effective and efficient in improving
the linkage between BM and business processes.
Doganova & Eyquem-Renault investigate the
commercialization of technology in the first years
of new ventures and the dual role the business
model play [P45]. They argue the “performative”
role as a demonstration and as a scale model that
gradually bring the company’s business into exis-
tence. They also conclude that empirical findings
still fail to provide convergent results regarding
the effectiveness of business models.

To summarize, the improvements associated
with efficiency and effectiveness are neither sub-
stantiated by empirical evidence nor grounded
in empirical data. Given the diverse contextual
settings in the studies and the dependence of
the BM approach, it remains an open question
whether the application of any of the identified
practices results in increased or decreased effi-
ciency or effectiveness for a company’s business.
Any outcome variations may simply be a result of
fluctuating contextual or environmental factors
rather than the application of a BM method
or technique. Reaching reasonable coverage of
efficiency and effectiveness as external factors
require considering several measurable internal
factors. With a reasonable coverage of relevant in-
ternal factors and taking into account contextual
factors, we most likely operate on tens of indepen-
dent variables that need precise definition and
measurement instruments. Given this, we argue
that none of the identified studies come near to
the required level of details to be able to consider
their measurements trustful (except for Andries
& Debackere linking business model adaptation
to a company’s performance via a survival rate
measurement and other variables collected from
the annual CorpTech directory [P42]).

We concur with Zott et al. that literature is
developing largely in silos, according to the phe-
nomena of interest to the respective researcher
[12]. We conclude that business model research
still lacks a consolidated view of what a business
model is, while at the same time being forced to
address more complexity (e.g., dynamic business
models, co-creation, collaboration, and ecosys-
tems with a growing number of stakeholders).

6. Research synthesis

6.1. An analysis of business modeling
trends

We synthesized five main trends within our sur-
veyed literature on BM:
– Business models as the building blocks, and

the structure of a business model construct
as a cornerstone for analyzing, planning and
managing competitive and strategic advan-
tages [P1, P2, P3, P4, P9, P13, P16, P19, P29,
P32, P40, P41, P51]. Much research is put
into frameworks, methods, and tools but the
effectiveness and efficiency when integrating
this research into practical solutions still miss
empirical evidence.

– Locus of the company is shifting to the ecosys-
tem resulting in an explosion of new roles and
values that need consideration, as they are
connected to the value creation/capture logic
[P2, P3, P4, P6, P21, P53, P57]. This trend
makes future research more complicated and
time consuming, given the lack of consoli-
dated body knowledge on what a business
model is and how it can be represented to
support experimentation and efficient infor-
mation management.

– Experimentation and operationalization of
flexible business models, to manage the speed
of change fueled by technology innovation and
the digitalization of the value delivery [P1,
P2, P9, P13, P15, P18, P49, P51]. We too,
argue for a more cross-disciplinary agenda
[57], as business modeling is facing the same
challenges as agile requirement engineering
and software development has been looking
at for the past 10 years trying to increase
speed and productivity [63].

– Changeability and modularity as ways to
strategically address all new roles and val-
ues via choices to enable faster transitions
from strategy to execution (operationaliza-
tion) [P1, P3, P5, P6, P23, P25, P26, P27].
By systematically approaching the informa-
tion management related to business models,
changeability, and modularity, parts of the
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practices for business modeling may become
automated as a solution to faster transitions.

– A growing need for multifaceted optimiza-
tion of business models, as fueled by new
roles and new values, as a contrast to the
currently more dominant single dimension of
cost and revenue [P2, P7, P8, P9, P26, P53],
often leading to sub-optimal solutions. Such
optimization will drive a need for more so-
phisticated decision support and higher levels
of automation in the governance of business
models and business model execution.
We found no solutions or evidence related

to multifaceted optimization of business models,
while at the same time multiple studies high-
lighted the need for alignment of strategy and ex-
ecution (daily operations). In combination with
the two related trends of experimentation and
changeability, we identified a common denomina-
tor in governance, as a foundation for faster and
more transparent decision-support (for all roles
in their interactions). Also, we found no system-
atic mechanism for organizational learning that
potentially could minimize misunderstandings
and improve decisions, even though organiza-
tional learning is important for successful BM
[P9, P46].

We believe an important step towards such
multifaceted optimization of business models lies
in understanding how the business modeling prac-
tice connects to governance for evaluating effec-
tiveness and efficiency of a company. We, there-
fore, propose CGM to facilitate the exploration
of a governance framework for evaluating effec-
tiveness (creating the right values) and efficiency
(while using a minimum of resources).

6.2. A conceptual governance model
(CGM) for exploring governance
and evaluating effectiveness and
efficiency of BM

We synthesized CGM for exploring governance
and evaluating effectiveness and efficiency of BM.
CGM is presented in Figure 5 and is inspired
by Zott and Amit’s work on business models as
activity systems that create value in transactions
[5], and influenced by the theories of learning and

knowledge creation by Pask and Nonaka [20,64].
CGM links governance to BM via the antecedents
(H1, H2), the business model (H3), real-world
interactions (creating value and learning), and
consequences (H4) as defined by Höflinger [7].
It is a conceptualization of the diversity of the
problem of BM concerning value, effectiveness,
and efficiency. We propose CGM be used for
exploring experimentation in business modeling
and designing a scalable IT solution. We believe
the concept of “context frame” and intent-driven
systems [65] offers an exciting path forward and
will be elaborated as part of our future work.

Figure 5 illustrates how the BM practice fa-
cilitates experimentation with a business model
through a set of interactions between actors in-
volved in the define (P0) and execute (P1) pro-
cesses. P0 and P1 are abstracted from the un-
derlying phases of interaction and learning, as
mentioned both by Nonaka (dialogue vs. prac-
tice) and Pask (explaining vs. demonstrated un-
derstanding). The processes exist in a context,
influencing and influenced by the environment
on different abstraction levels (and each process
can also be seen as a representation of an activity
system with its interdependent activities in line
with Zott and Amit’s work). Please note that
both processes are highly context-specific, but al-
ways executed in pairs (as interactions of activity
systems), e.g., context A = producing a strategy,
context B = translating the same strategy into
an operationalized business model in products.
Therefore, P0 and P1 interact in a highly recur-
sive, non-linear, interactive manner.

Depending on the context, different tasks and
activities are executed (by sharing and modifying
information related to various parts of the com-
pany’s strategies, organizations, policies, rules,
and products in close relation to the ecosystem).
Such context dependency is a critical and chal-
lenging factor for a process-centric implemen-
tation of activities since reuse easily becomes
complex, unpredictive, and slow [66].

Governance is an abstraction of goals, mea-
surements, follow-up, rules, knowledge, and in-
sights. Relationships r1 and r2 represent the
relationship between governance of define and
execute processes and how governance is used
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Figure 5. CGM, a conceptual governance model for exploring effectiveness and efficiency
in relation to BM with key relationships rx

to form an agreement (alignment of strategy
and execution via goals, objectives, rules, mea-
surements, and knowledge). r3 represents the
relationship between the define and execute pro-
cesses and how governance is involved in tracking
daily progress and facilitating alignment includ-
ing change management (by executing in relation
to the agreements established/updated via r1 and
r2). r0 is used to manage the effectiveness and
efficiency of the BM process, while r4 is used
to control the outcome of the business (model
execution). Our future work aims to develop
these relationships into software interface in ac-
cordance with intent-driven systems [65].

Sustaining competitive advantage requires
constant change [4]. Fundamental to this change
is to understand the difference (make an assess-
ment) between the current position (means) and
the desired position (ends). Successful change
is thus a multifaceted function of alignment be-
tween ends and means, maintained by timely ac-
tions to modify ends and the means in response to
the environmental influences and consequences.
The purpose of the relationships r0–r4 in Figure 5
is to manage successful change systematically.
However, common to all studies (with quotes of
purpose, Appendix D) is a lack of details describ-
ing the r1–r3 relationships and how the alignment
can be achieved and maintained.

The importance of aligning the execution
with the strategy is specifically addressed by pa-

pers [P6, P32, P59] (without empirical results).
Only Salgado et al. suggest solutions to how that
could be done (methods and representation of
information) [P59]. Ballon proposes an analytical
framework and discuss how BM is interpreted as
(re)configuration of control parameters (combina-
tion of assets, vertical integration, customer own-
ership, modularity, distribution of intelligence,
interoperability) and value parameters (cost shar-
ing model, revenue model, revenue sharing model,
positioning, customer involvement, intended
value) [P6]. Osterwalder et al. advocate formaliza-
tion of business models to create traceability be-
tween business (the building plan) and execution
(IS/IT systems) [P32]. Giessmann et al. extend
Osterwalder et al.’s propositions to build a model
that can analyze and compare business models,
but their work does not address the issues of
aligning and daily execution of a business model
[P55]. Salgado et al. also build on Osterwalder’s
BMC and discuss how to generate a BMC from
business goals, rules, and processes, but do not
further connect the results to the IS/IT realiza-
tion and daily operations [P56]. They also discuss
the alignment between business and IS/IT from
the lens of business model artifacts, strategy and
goal modeling, as well as enterprise modeling
[P59]. They formulate the primary challenge as
Achieving alignment per se is not enough, orga-
nizations have to reach the alignment state and
maintain it alongside its evolution.
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The quotes for challenges and benefits (Ap-
pendix D) also lack details describing the rela-
tionships r1–r3 in Figure 5. Also, there are 62%
more quotes than for purposes, which could be ex-
plained by that benefits and challenges are often
more specific by nature than the corresponding
purposes. The identified quotes indicate a more
inhomogeneous nature regarding contextual set-
tings, resulting in a scattered picture of benefits
and challenges. We speculate this is a result of
each paper framing their conclusions with some
form of benefits or challenges, rather than con-
structing them from empirical findings.

The papers within the governance column
and assessment row (see Appendix D) present
important aspects of goals, rules, measurements,
options, flexibility, and knowledge. However, they
do not propose solutions on how these concepts
(with artifacts) should be represented or managed
to create traceability to, and alignment with, the
define and execute processes (via r1, r2, r3) in
Figure 5.

Six papers [P2, P22, P29, P32, P36, P54]
cover all three columns (define, execute, and
governance), but no author elaborates on the
relationships r1–r3 (alignment of define and ex-
ecute processes using governance), see Table 3.
Rohrbeck et al. study eight companies and discuss
how collaborative BM can improve both define
and execute processes [P2]. They report improve-
ments in four areas (dealing with uncertainty,
finding creative solutions, facilitating a strategic
discussion, and allowed to start the innovation
planning), but provide little details or empirical
evidence as to how well it works. Baden-Fuller &
Morgan scan the literature and discuss business
models as models, describing their multivalent
character and the wide range of usage [P22]. They
conclude Business models are not recipes or scien-
tific models or scale and role models [. . . ] they play
any – or all – these roles, often at the same time.
Osterwalder et al. propose eight propositions for
BM that need to be tested [P32]. Zott et al. in
their review six years later reveal that scholars
still do not agree and that literature is developing
in silos [P29]. Cortimiglia et al. explore, in a large

empirical-based investigation, the relationship be-
tween the strategy making process and business
model innovation (BMI) [P36]. They summarize
a large number of purposes found in literature,
which also matches the improvement areas we
have identified, see section 5.1. Their findings
validate the role of business model innovation as
a valuable tool for, and link, between strategy ex-
ecution and operationalization. Meier & Bosslau,
in their case study, propose an integrated design
and engineering approach as an iterative learning
process based on system dynamics. They conclude
that further development of modeling and simu-
lation that depicts the dynamics and flexibility in
the whole life-cycle is one of the key challenges for
business model research (in a context of industrial
product service systems) [P54].

7. Implications for research
and practitioners

The results suggest that business model (and
BM) is a diverse research area which would ben-
efit from more aggregation efforts [P29, P40, P3,
P9] on how business models could address the
vast set of purposes and practices for BM, and
what effects BM have on effectiveness and effi-
ciency of a company. More work is needed to
consolidate these different angles of the business
model construct into a scalable, practically use-
ful representations that will facilitate innovation,
experimentation, and operationalization of the
business model. The lack of coherence is more
recently investigated by Massa et al. [67], as they
identify possible reasons for the current lack of
agreement in literature as terms and concepts
slowly morph over time.

In the same vein (seen from a practitioners’
side), Gartner7 in 2014 points out that digital
business should not be considered an IT program
and should instead become an enterprise mindset
and lingua franca, with digital expertise spread
across the enterprise and value ecosystem.

Our results confirms the above and highlight
a challenging issue for effectively and efficiently

7Gartner identifies six key steps to build a successful digital business, https://www.gartner.com/newsroom/id/27
45517
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defining contexts to improve understanding and
communication in BM literature. We also note
a potentially strong correlation between flexibil-
ity, effectiveness, and efficiency (all 13 papers
addressing RQ2 also address aspects of flexibility
and variability in the realization, IC2 and IC3,
see Table 2).

We recommend the following topics to be
added to a cross-disciplinary agenda for BM:
– Further exploring how contextual informa-

tion in the business model construct could be
systematically represented, structured, and
stored. The improved representation of con-
textual information is going to increase effec-
tiveness and efficiency when creating, mod-
ifying, and deleting information needed to
transform strategies into tactics and daily
execution, e.g., facilitating business model
choices, including a residual set of choices
related to tactics, and deciding on choices
controlling daily interactions between stake-
holders (as controlled by a set of configura-
tion parameters and rules in software appli-
cations). A business model construct must
support collaborative and role-based interac-
tion, including exchange and interpretation of
contextual information, scalable to thousands
of actors, and across corporate borders. We
believe intent-driven systems [65] could be
a way forward for this purpose.

– Connecting the BM practice with Learning
Theory would help to create a model that
can help explain: 1) how value creation and
stakeholder motivation is derived from, and
connected to, daily interactions; 2) how daily
interactions, in combination with organiza-
tional learning, shape the transformation of
strategy into execution; and 3) how organiza-
tional learning influences the process of BM.
These aspects become increasingly important
since experimentation with value co-creation
and business models are gaining interests [P2,
P9, P13, P18]. This implies BM to be in-
volved, not only in strategy and planning but
also in the operationalization and follow-up of
the business model, as the focus of a business
model is shifting beyond the company borders
into the ecosystem.

The implications for industry originate
mainly from the lack of tangible results linking
efficient BM to efficient and effective businesses.
We recommend managers to investigate and build
awareness of the following aspects:
– Systematically converting experience into

knowledge will help the organization iden-
tifying and verbalizing (new) values and
motivators relevant to the business. Inves-
tigate how to incorporate organizational
learning (OL) [68] into everyday practices
and business processes to support experi-
mentation with business models, e.g., what
is the current level of OL? How is OL
incorporated into important business pro-
cesses? Which roles are currently not in-
volved in structured OL? How is OL re-
lated to the fulfillment of goals, an organiza-
tion’s creativity and motivation, and incen-
tives?

– Critical components in any SIPD business
model are concepts such as value co-creation,
collaborative value networks, and acquiring
resources beyond the control of the com-
pany (i.e., creating an ecosystem of part-
ners and customers). How to prepare a com-
pany’s staff and products to these concepts?
How do you facilitate similar activities for
your partners? These ideas will affect the
products and offerings but also fundamen-
tally change most aspects of a company’s
policies and business processes including
incentive structures and management sys-
tems (e.g., sharing of information internally/
externally and risk management). We be-
lieve the introduction of a value vocabu-
lary, to facilitate more precise understand-
ing and definitions of business-critical con-
cepts, is a concrete and valuable first step,
e.g., SVM [48].

– What factors hinder business model experi-
mentation? What level of business flexibility
is required (and used)? How is that flexibility
implemented in the products, organization,
business processes, and management systems?
The value creation process is highly inter-
dependent and not well suited for isolated
practices [P14, P15, P30]. Business modeling
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could become a tool to bridge these practices
[P2] and SIPD companies should not see soft-
ware architectures and methods as costs. It’s
a significant investment that facilitates exper-
imentation while adding to the value creation.
Such investments in business flexibility will
become a crucial source of innovation and
an enabler for automating business processes,
resulting in an increased efficiency and com-
petitive advantage.

– A governance mechanism is a critical ele-
ment to build a commitment to experimenta-
tion and the development of the appropriate
business flexibility. The mechanism should
support multi-contextual governance views,
maintaining traceability between all choices
(strategical, tactical, and operational) and
the views must be based on data from differ-
ent contextual situations (narrative, planning,
development, daily operational tasks, phase
out, etc.) [65].

8. Conclusions

This systematic literature review explores the
purpose of business modeling and its impact on
effectiveness and efficiency of a company’s busi-
ness. Most companies invest in business modeling,
but remain uncertain whether their investments
allow them to change and adapt their business
fast enough.

Our results show that the reported benefits
are unsubstantiated or claimed with limited em-
pirical evidence and the challenges are dispersed.
The most common challenge is how to deal with
the dynamics of business models, and most of the
quotes on challenges relate to the non-existing
solutions for governance (representation, simu-
lation, decision-support, and feedback) of the
proposed frameworks and methods.

The improvements associated with efficiency
and effectiveness of BM are neither substantiated
by empirical evidence nor grounded in empirical
data. Given the diverse contextual settings in the
studies and the dependence of the BM approach,

it remains an open question whether the applica-
tion of any of the identified practices results in
increased or decreased efficiency or effectiveness
for a company’s business. Any outcome variations
may simply be a result of fluctuating contextual
or environmental factors rather than the appli-
cation of a BM method or technique.

We concur with Zott et al. that literature is
developing largely in silos, according to the phe-
nomena of interest to the respective researcher
[12]. Since the influential work by Osterwalder
et al. on business models [9], which later gained
a lot of interest among practitioners8, researchers
are still reporting that business models and BM
is a diverse research area missing an agreed defi-
nition of business model. It is an area that would
benefit from more aggregated cross-disciplinary
research results [57,67].

Supported by our results, we argue that:
– Related to RQ1, what makes business model

research results challenging to analyze, com-
pare, and combine is the lack of a systematic
approach in describing the contextual infor-
mation used to define the context for a spe-
cific business model construct and business
modeling practice. The lack of systematic con-
textual information leads to inefficient com-
munication, knowledge creation, and organi-
zational learning, which affects the quality of
decisions (on all levels). A consequence for
business modeling is misalignment between
the business model and its realization, which
negatively affects the value creation (effec-
tiveness) and the efficiency. By improving the
information management parts of these pro-
cesses, tasks may become automated, open-
ing up for new ways of specifying and vi-
sualizing strategies, goals, and operational
consequences, as related to effectiveness and
efficiency.

– Related to RQ2, we conclude that governance
is going to gain importance, as it must effec-
tively support a chain of continuous adap-
tations and learning (experimenting). Such
governance can enforce a continuous (business
model) design aligned with the continuous

8Originally called the Business Model Generator in 2010, now changed into a commercial product https:
//strategyzer.com/canvas.
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(business model) execution. We further ar-
gue that governance is the primary challenge
for business modeling, and that (continuous)
business modeling can be used (via gover-
nance) to effectively and efficiently cope with
change, by connecting the definition of strat-
egy to the execution of operations in daily
decisions and activities as depicted in Fig-
ure 5.

– By combining above conclusions, that the
lack of a rigorous, scalable, context-dependent
(software and IT) representation of the busi-
ness model, in combination with efficient gov-
ernance mechanisms (to manage needed flex-
ibility), are currently significant obstacles for
progressing the research area and support-
ing the industry in managing innovation in
co-creation-driven (software-intensive) busi-
ness ecosystems.
We, therefore, believe our conceptual gov-

ernance model is a significant step to explore
and identify how the business modeling practice
could become an integrated cornerstone in a more
effective and efficient software-intensive product
development enterprise. Our conceptual gover-
nance model can facilitate the creation a common
business model construct including mechanisms
to support effective and efficient governance with
value-based decision-support for all affected roles
and stakeholders.

Also, we believe our extensive, cross-disci-
plinary review of the business model litera-
ture, seen from the perspective of software and
software-intensive products, is a valuable contri-
bution for the Software Engineering community
when trying to address the digitalization’s effects
on software engineering and software product
development.

Our next steps in our research towards ef-
ficient and effective business modeling are to
use our proposed conceptual model to identify
essential characteristics of a governance frame-
work and a scalable business model construct, as
required to facilitates effective and efficient oper-
ationalization of a business model. We will also
verify the conceptual model with practitioners
to ensure that our results can be disseminated
by industry.
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Appendix A. Selected articles

Table A lists all the articles selected through the
snowballing methodology. It contains Paper ID,
author/bibliographic reference, plus extracted
data for rigor and relevance factors (EP3), pa-
per content (EP4), and the number of topics
(RQ1+RQ2+IC2+IC3)9 addressed by the pa-
per. A detailed description of EP3 (including

calculation of scores) and EP4 are found in the
Appendix C while details of IC1–IC3 are found
in Appendix B.

In the main article we use the notation [Paper
ID,. . . ] to indicate a reference to one or more of
the study’s selected papers when we specifically
talk about a result or an synthesis thereof. Please
note that the start set consists of P1–P10.

Table A. Selected papers including extracted properties

Paper Rigor (EP3) Relevance (EP3) Content No. of
ID Authors/Ref Year C SD V C Sc Su RM EP4 RQ+IC
P1 Woodard et al. [69] 2013 1 1 1 1 1 1 1 2 4
P2 Rohrbeck et al. [28] 2013 0.5 1 0 1 0 1 1 1 3
P3 Reim et al. [26] 2013 0.5 0.5 0 0 0 0 0 2 3
P4 Hackney et al. [70] 2004 0.5 0 0 1 1 0 0 3 2
P5 Chew [71] 2014 1 0 0 1 0 0 0 2 4
P6 Ballon [33] 2007 0 0 0 1 0 0 0 1 3
P7 Loss & Crave [72] 2011 0 0 0 1 0 0 0 2 3
P8 Romero & Molina [73] 2011 0 0 0 0 0 0 0 3 3
P9 Höflinger [7] 2014 0.5 1 0 0 0 0 0 2 3
P10 Goel et al. [74] 2009 0.5 0 0.5 0 0 0 0 3 3
P12 Casadesus-Masanell & Ricart [4] 2010 0 0 0 1 0 1 0 3 3
P13 Chesbrough [30] 2010 0 0 0 1 0 0 0 2 3
P14 Demil & Lecocq [75] 2010 1 0 0.5 0 0 1 0 2 2
P15 Doz & Kosonen [35] 2010 0 0 0 0 0 0 0 1 2
P16 Dubosson-Torbay et al. [76] 2002 0 0 0 0 0 0 0 2 2
P17 Hacklin & Wallnöfer [54] 2012 1 0.5 0 1 1 1 1 1 3
P18 McGrath [31] 2010 0 0 0 0 0 0 0 1 3
P19 Richardson [77] 2008 0 0 0 0 0 0 0 2 3
P20 Storbacka & Nenonen [78] 2011 1 1 1 1 1 1 1 2 2
P21 Zott & Amit [5] 2010 0 0 0 1 0 0 0 2 2
P22 Baden-Fuller & Morgan [27] 2010 0 0 0 0 0 0 0 2 3
P23 Gao et al. [79] 2011 0 0 0 1 0 1 0 3 2
P24 Kindström [80] 2010 1 1 0.5 1 1 1 1 2 4
P25 Meier & Massberg [81] 2004 0 0 0 0 0 0 0 3 2
P26 Meier et al. [46] 2010 0 0 0 1 0 1 0 3 3
P27 Richter et al. [37] 2010 0 0 0 0 0 0 0 2 2
P28 Schuh et al. [82] 2009 0 0 0 0 0 0 0 3 1
P29 Zott et al. [12] 2011 0.5 1 1 0 0 0 0 2 4
P30 Amit & Zott [83] 2001 1 1 1 1 1 1 1 3 2
P31 Baden-Fuller & Haefliger [10] 2013 0.5 0 0 0 0 0 0 3 3
P32 Osterwalder et al. [9] 2005 0 0 0 0 0 0 0 2 3
P33 Al-Debei [23] 2010 0.5 0 0 1 1 1 1 2 3
P34 Bouwman [84] 2006 0 0 0 0 0 1 0 3 3
P35 Buder &Felden [17] 2012 1 1 1 0 1 0 0 1 4
P36 Cortimiglia et al. [85] 2015 1 1 1 1 1 1 1 1 2
P37 Ghezzi [86] 2013 0.5 0.5 0.5 1 1 1 1 1 4

9IC1–IC3 are topic-oriented while IC4 and IC5 are related to rigor and relevance.
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Paper Rigor (EP3) Relevance (EP3) Content No. of
ID Authors/Ref Year C SD V C Sc Su RM EP4 RQ+IC
P38 Ghezzi [87] 2012 0.5 0 0 1 1 1 1 3 2
P39 Haaker et al. [22] 2004 0.5 0 1 1 1 1 1 2 2
P40 Krumeich et al. [11] 2012 0 0.5 0.5 0 0 0 0 2 2
P41 Zolnowski & Böhmann [44] 2011 0.5 0.5 0 0 0 0 0 1 2
P42 Andries & Debackere [88] 2007 1 1 0.5 1 1 1 1 3 2
P43 Björkdahl [47] 2009 0.5 0.5 0.5 1 1 1 1 3 2
P44 Casadesus-Masanell & Llanes [42] 2011 1 0 0 0 0 0 0 3 2
P45 Doganova & Eyquem-Renault [29] 2009 0.5 0.5 0 1 1 1 1 2 4
P46 Mason & Leek [89] 2008 0.5 0.5 0 1 1 1 1 3 2
P48 Lindström [90] 2014 0.5 0.5 1 1 1 1 1 3 2
P49 Eurich et al. [6] 2014 0.5 0.5 0 1 1 1 1 1 3
P50 Ning et al. [91] 2011 0.5 0.5 0 1 1 0 0 3 0
P51 Dmitriev et al. [92] 2014 1 1 1 1 1 1 1 1 2
P52 Schneider & Spieth [36] 2014 0.5 0.5 0.5 1 0 0 1 1 3
P53 Short et al. [93] 2013 0 0 0 1 1 0 1 1 2
P54 Meier & Boßlau [46] 2013 0.5 0 0 1 1 1 1 1 4
P55 Giessmann et al. [58] 2013 0.5 0 0.5 1 0 0 0 3 3
P56 Salgado et al. [59] 2014 0.5 0 0 1 1 1 1 1 3
P57 Kim et al. [94] 2008 1 0 0 0 0 0 0 3 2
P58 Mason & Mouzas [95] 2012 1 1 1 1 1 1 1 3 2
P59 Salgado et al. [34] 2014 0 0 0 0 0 0 1 3 2

Appendix B. Inclusion and exclusion
criteria

To identify literature related to our research ques-
tions, we developed the Inclusion criteria (IC) and
Exclusion criteria (EC) listed in Table B. These cri-
teria allow us to explore why BM is used, how it is
applied, and what solutions currently exist. Since our
research topic covers multiple research disciplines, we
decided to address the RQs by designing the IC as
wide as possible, to give us a large variety of articles
discussing BM (IC1) in any relationship to effective-
ness and efficiency. To evaluate BM efficiency, it is
important to connect the business strategy via the
business model to the execution of the business model
with a traceability to daily operations and results. So
to understand if business modeling enables effective-
ness and efficiency, we want to know how a business
model can be operationalized by developing the right
type of flexibility (variability in the realization, IC3)
matching all desired strategical and tactical choices
(business flexibility, IC2).

Business modeling allows an organization to iden-
tify and prioritize changes to current business op-
erations (content, activities, and governance). This
change is continuously translated into a realization of
the business model, through experimentation or oth-
erwise, by understanding how the desired flexibility
can be operationalized using modularity in design and

software-based systems to support content, activities
(all stakeholders, e.g., internal organization, partners,
suppliers, and customers) and governance.

Effectiveness and efficiency should be evaluated
from the gap between all strategic and tactical choices,
in combination with how the organization (and sup-
porting software) utilize the remaining flexibility to
create satisfied customers in everyday transactions.
The dilemma of not only implementing the right
flexibility (supporting the needed business options)
but also implementing it efficiently, is key to success,
i.e., the right level of variability in the realization
combined with the appropriate changeability in the
realization to facilitate experimentation with the op-
erationalized business model.

The selection critera was based on IC1 AND (IC2
OR IC3 OR IC4 OR IC5) to achieve a broad selection
of papers as possible. If only the term Business model
were used (and not specifically Business modeling),
the paper could still be a candidate if it referred to ac-
tivities related to creating, maintaining, or otherwise
using a business model.

Appendix C. Data Extraction
properties

Table C lists the data extraction properties used
for this study and maps their relevance to each RQ.
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Properties EP1-EP4 are evaluated per paper and
used to analyze the relevance to industry for each
paper’s contribution. Properties EP5-EP9 use open
coding and the extracted data was thematically and
narratively analyzed.

Property EP1 and EP2 are subset of property
EP3 (Rigor & Relevance) where property EP2 cate-
gories the paper’s context. We extend the definition of
Context (EP3 [96]), by adding (large-scale) Software
intensive industry. The relevance parameter (EP3),
we coded with binary weights (originally proposed as
plain sum of 0 or 1), allowing us to visualize the im-
pact of different relevance aspects. The weights were
guided by RQ1, hence setting our priority: Industry
(8), Scale (4), Subjects (2) and Research method (1),
e.g. a value of 9 or higher would represent anything
in “industry” with at least one additional relevance
aspect met. Originally the Relevance element of prop-
erty EP3 focus on the paper’s context in relation to
industry so we added property EP4 (Paper content)
to map the relevance of each paper’s content related
to answering the RQs.

EP5 corresponds to our inclusion criteria (IC).
EP6 was used to look for patterns on the business
model construct as to describe what it is, why it
is important and how it is used. This is important
since the topic of BM is wide and lacks a clear defini-
tion. EP7-EP9 was used to understand the context
for effectiveness and efficiency as related to business
modeling.

Appendix D. Quotes of purpose,
benefit and challenges

Table D lists the quotes of purposes, benefits, and
challenges for business models and business modeling,
extracted from the selected studies (see Appendix A
for paper references). All quotes have been categorized
into common areas (first column), and then listed un-
der respective primary context they are found in. We
use prefix notation (+) for benefit, (−) for challenge,
and [PID] for the paper reference.

Table B. Inclusion and exclusion criteria

Criteria Evaluate (=Yes) Reasoning
EC1 Exclude if not written in English Must be able to read and understand to evaluate
EC2 Exclude if not peer-reviewed Basic quality assurance of paper
EC3 Exclude if duplicated Snowballing will give many duplicates

IC1 Does the abstract, introduction,
conclusions (or full text if needed)
mention purposes, benefits or
challenges (PBC) for business
modeling?

Papers must identify real problems and issues related to
business model, business modeling or business model
innovation.

IC2 Does the text mention aspects of
business flexibility (BF)?

BM is becoming increasingly complex due to growing
business ecosystems and the digitalization of the value
delivery, which both introduce a need for variability in
the offering. Offering services on top of products are one
example to address BF.

IC3 Does the text mention aspects of
variability in the realization (VR)?

Planning a business model is not enough. It needs to be
efficiently realized as well, so the business flexibility
needs to be matched with a variability in the realization
of the business model. Offering Software Product lines
(SPL) or Product Service Systems (PSS) are examples
of addressing VR.

IC4 Is it an empirical study? We want to investigate how business models are used in
practice, and not only in theory. Empirical is done in an
industrial context, no student work, no proof of concept,
no examples even if they are “based on real data”

IC5 Is it referring to a SIPD context? The realization of business models is highly dependent
on software due to the digitalization of the value
delivery. This opens up new opportunities for value
capture (and value creation) in the business ecosystems.
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Table C. Data extraction properties

Id Evaluate How RQ mapping
EP1 Research methods Action research, case study, conceptual analysis, design

science research, experiment, interview, literature review,
not stated, other

relevance of paper

EP2 Paper context SW intensive, industry, general (e.g. literature review),
non-industry (in priority order)

RQ1 and relevance

EP3 Rigor & relevance
of the paper

Detailed rubric definitions per aspect [96]
Rigor: Context is described
Rigor: study design is described
Rigor: validity is discussed
Each rigor aspect measurement: strong description (1),
medium description (0.5), and weak description (0)

Relevance: context (weight=8), i.e. in industrial setting
Relevance: scale (weight=4), i.e. realistic size and indus-
trial scale
Relevance: subjects (weight=2), i.e. industry professionals
Relevance: research method (weight=1)
Each relevance aspect measurement: contribute to rele-
vance (1), do not contribute to relevance (0)

Overview and rele-
vance

EP4 The relevance of
the paper content
in respect to busi-
ness modeling.

Coded 1-3: (1) business modeling; the paper discuss specif-
ically the process of modeling your business
(2) business model; the paper mainly focus on the business
model and discuss how different aspects of the Business
model constructs are developed
(3) Other; it only refers to a specific business model(s),
or discuss specific instances thereof, or a topic related
to business model (e.g. flexibility); therefore of minimal
significance to our study

RQ1

EP5 IC1-IC3 Use ATLAS TI to extract related quotes for each RQ. RQ1, RQ2
EP6 Business element

context
Use ATLAS TI to extract related quotes referring to a
part of the business model construct, what it is, why it is
important and how it is used and relates to other parts.

RQ1

EP7 Practice/technique Use ATLAS TI to extract quotes referring to a practice
or technique presented, described or used.

RQ1, RQ2

EP8 Measurement per-
spective

Use ATLAS TI to extract quotes related to
– Product view (how well is the value created)
– Process view (how efficient have you organized the value
flow)
– Resource view (how well is the resource utilized and
adapted for the needed task)
– Project view (how efficient is the goal fulfilment)
– Relationship view (how effective is the communication)

RQ2

EP9 Success indicator
and metric

Use ATLAS TI to extract related quotes RQ2
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Table D. Quotes on purpose, benefits and challenges for BM

Common
areas

Strategy & planning (define) Daily operations (execute) Governance & communication

Value
creation,
value
capture

Conceptual discussion and
visualization of value
creation/capture [P2]
Articulate Value proposition
[P7], [P13], [P35]
Identify a market segment
and value chain [P7], [P13],
[P20]
Appropriate value from
technology [P36]
(+) depicts the logic for
value creation/capture [P17]
(+) fosters innovation and
increases readiness for
future [P32]
(+) rigorously describes and
analyses business with
system dynamics [P36]
(−) hard managing tension
between value creation and
value capture (trade-offs
monetization) [P5]
(−) hard managing service
flexibility (segmentation,
QoS) [P5], [P24]
(−) ensure consistent service
experience (multi-channels)
[P5]
(−) a total value need
consideration (not only
financial) [P53]

Reconfiguration of roles and
relationships [P8], [P20]
Determining the logic for
value [P30]
(+) captures how resources
transforms into
customersẃillingness to pay
for value [P18]
(−) service vs. product
centric create conflicts,
balancing is difficult [P1],
[P24]
(−) low effectiveness
(customer experience) of
value co-creation
(organization/customer) [P5]
(−) it is difficult to
incorporate closer customer
interaction [P24]
(−) how to acquire resources
in value chain not previously
available in-house [P24]

Describe and classify businesses [P32],
[P22]
Meeting customerś needs [P58]
Compare value creation approaches [P32]
(+) facilitates strategic discussion and
finding creative solutions [P2]
(+) it is a structural template for
mapping existing value logic [P17]
(+) reduces imitability, create sustainable
advantage [P24]
(+) creates novel approach for using
services in value creation [P41]
(+) it is explicative and predictive power
to value creation [P45]
(+) helps calculate technology value to
investors, customers, partners [P45]
(−) complex coordination for ecosystem
collaboration [P2]
(−) negatively influences optimal value
co-creation in aligned processes [P5]
(−) new value (co-)creation focus on
relationship-centric aspects [P7]
(−) difficulty in identifying market
opportunities due to changing customer
needs [P9]
(−) difficulty to effectively communicate
(articulate, visualize) emerging value
proposition [P24]
(−) hard to analyse business process vs.
value activities [P35]
(−) many frameworks has many deficits
concerning consistency and value
activities [P35]
(−) lacks a quantitative way to convey
value and no sales model for perceived
value [P48]
(−) difficult to visualize value for
integrated offers [P48]
(−) BM has a dual nature conceptualizing
value and organizing for that value (in
different life cycles) [P51]
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Common
areas

Strategy & planning (define) Daily operations (execute) Governance & communication

Cost,
revenue,
profit

Estimate cost/revenue
potential [P7]
(+) depicts actual structures
for a company to profit from
business [P9]
(+) experiment with cost
before investing [P18]
(−) “black-hole” investment
[P18]
(−) incorporate
requirements for lean
consumption and achieve
the objectives of service
profit chain [P5]
(−) develop technology
innovations in an adaptive
process (trial-and-error)
with cost as main cause for
readjustments [P51]

(−) adaptation to
environment by
trial-and-error [P51]
(−) amount of human
resources needed for
modeling [P56]
(−) new revenue streams
driven primarily by
customer perceived value
instead of internal cost [P24]

Incentives to engage in and control
operations [P20]
(−) maintain accurate definition of
ownership conditions in a collaborative
business model, and revenue model
considering risk distribution [P54]
(−) maintain a new value chain reward
system [P24]

Mind-set,
Knowl-
edge

Experimenting [P2], [P22],
[P49]
Shift companyś boundaries
[29]
Exploit business
opportunity [P22], [P29]
Foster Innovation [P32]
Increase knowledge [P29]
(+) focus beyond
company-centric focus [P17]
(+) shifts focus from WHAT
resources to HOW to use
them [P18]
(+) BMI enables strategic
renewal [P36]
(−) turns shared meaning
into identity lock-ins [P17]
(−) resistance to change
[P17]
(−) plan for
“experimentation and
learning” in established
companies [P18]
(−) systematic servitization
(product to service shift)
[P24]
(−) hard to define business
requirements (lack of
information and specific
details) [P56]

Enhance creativity, unlock
barriers of innovation [P2]
Build trust [P2]
Increase readiness via
portfolios and simulation
[P9], [P32]
Build knowledge [P22]
(+) uses of mixed techniques
between Business and IT
improved communication
and IT development [P56]
(−) how to achieve
organizational and customer
learningś incorporated into
iterative design [P5]

Mediating, facilitating and sharing
strategic discourse [P17], [P36]
Address lack of knowledge [P45], [P22]
(+) unlocks barriers of innovation +
building trust [P2]
(+) breaks cognitive structures and act as
communicative, mediating device for
shared meaning and commitments [P17],
[P32]
(+) improves understanding, language
and legitimacy [P17], [P32]
(+) formalization forces implicit
understanding becoming explicit (move
strategy into execution) [P17]
(−) lack of formality and analyst
dependency with high skills [P56]
(+) promotes outside in view on customer
value [P18]
(+) provides early warning for threatened
BM via analysing dynamism of
completive advantage [P18]
(+) highlights consistency strategy and
BM building blocks [P24]
(+) provides new insights (externalize,
map and store knowledge) [P32]
(+) fosters systematic BMI [P32]
(+) unambiguously defines dimensions,
properties and semantics [P33]
(+) visualization improves understanding
[P32], [P56]
(+) helps define goals [P32]
(+) educates decision-makers for informed
decisions, goals and requirement
engineering [P32]
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Common
areas

Strategy & planning (define) Daily operations (execute) Governance & communication

Means Innovation and technology
management [P29]
Plan and design business
logic [P32]
Understand complex
interplay [P31]
Adopt servitization to
further enhance global
competiveness [P54]
(+) Prepares
implementation (identifying
joint activities with priority
and validating the business
model) [P2]
(+) Helps to build better
strategies (e-business) [P32]
(−) Business model design
requires better integration
with strategy analysis [P37]
(−) Difficult to be
systematic (too slow, too
detailed, iterative) [P17]
(−) limited empirical
validation [P17]
(−) provides good insights
but lacks support where to
start investing to reach
future business [P18]
(−) capture customerś
reaction to new technology
[P5]
(−) hard to effectively
balancing (conflicting)
requirements (user and
design) and strategic
interests (of partners) [P39]
(−) tools conceptual,
complicated and too time
consuming (for network
centric BM) [P53]
(−) paradigm shift business
activities and consumption
patterns must be aligned
with environmental and
social objectives [P53]

Change and implement
business logic (and business
process execution) [P17],
[P32]
Realize strategic tasks [P9]
Support resource fluidity
[P15]
Commercialize ideas &
technology [P29]
(+) better requirement
engineering [P32]
(+) facilitates and improves
choices in IS/IT [P32]
(−) difficult to mobilize and
align available resources
(not only internal but also
extending external base) in
time [P9], [P15], [P24]
(−) integration, agility and
change [P10]
(−) barriers to change
business model are real
processes and tools are not
good enough [P13]
(−) a structured service
development process
connected to the business
model [P24]

Alignment of strategy, business
organization and technology [P32]
Manage flexibility and increase change
capability [P58]
(+) improves measuring, observing and
comparing business logic [P32]
(+) improves design of sustainable
business models [P32]
(+) improves alignment of strategy,
organization and technology and
integration business IS/IT domains [P32]
(+) BM may enable strategy execution
and how operational choices affect
companyś performance [P37]
(+) helps to react to environment change
due to strategic flexibility and dynamic
capabilities [P52]
(−) hard to reach and maintain alignment
of business model and information system
model [P59]
(−) value co-creation is a hard
cooperative process (speed, coordination,
compromise) [P8]
(−) how to industrialize large-scale service
offerings [P24]
(−) how to avoid isolated change
(relationships, value, dynamic portfolio)
[P24]
(−) hard to visualize, document and share
basic elements due to relationships and
speed of change [P26], [P32]
(−) hard to achieve consistency between
BM and BPM and achieve real
improvements with BPM [P35]
(−) lack of appropriate methods and
tooling for BM integrated with BPM
[P35]
(−) BM design requires better integration
with strategy analysis models [P37]
(−) discovery of goals and rules no
common process for elicitation [P56]

Ends Describe position of
company in value network
[P7], [P13], [P29]
Formulate competitive
strategy with goals and
objectives [P19], [P37]
Act as receipt for the
business [P22]

Operationalize strategy
[P36], [P37]

Alignment of strategy, business
organization and technology [P32]
Act as a scale model and role model for
characterization of similarities and
definition of difference [P22]
(+) facilitates and improves choices in IS
role and structure [P32]
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Common
areas

Strategy & planning (define) Daily operations (execute) Governance & communication

Assessment Deal with uncertainty [P2],
[P52], [P54]
Holistic picture of future
state [P2], [P32]
Explain strategic issues
(value creation, competitive
advantage, company
performance etc.) [P36],
[P29]
Support Leadership unity
[P15]
Explore and design
promising business
concepts/ideas [P32], [P36],
[P41]
Strategy and business model
innovation [P17], [P36],
[P52], [P53]
(+) facilitates strategic
discussion with shared
insights to barriers/drivers
(visual + levels of details)
[P2]
(+) facilitates interaction to
create strategic options and
share mediate strategic
discourse [P17]
(+) help to better
understand the business and
its important parts [P24]
(+) helps to improve
planning, change and
implementation (with
knowledge and facilitate
choice of indicators) [P32]
(−) difficult managing
dynamics (agility,
adaptability, planning,
decision) for alignment to
environment and other
organizations [P2], [P5],
[P7], [P9], [P36]
(−) different methods or
patterns not aligned, no
guidance how to obtain final
design [P49]
(−) neglects the relevance
for environment – focus on
model-internal consistency
[P49]

Alignment of control and
value parameters [P6]
Mapping of business roles or
interactions onto technical
modules, interfaces, etc. [P6]
Analyse functioning of an
organization [P32]
Describe use of information
technology [P32]
Improve the Business-IS/IT
dialogue [P32], [P56]
(+) managing a business
model portfolio can lead to
flexibility in re-organizing
resources [P9]
(+) low-risk experiments via
simulation [P32]
(−) balancing act between
customer, revenue, cost,
functionality (e.g. local
adaptation vs. sw platform)
[P1]
(−) mutual alignment
between
steps/organizations/customers
when performed iteratively
and holistically [P5]
(−) how to match
consequences of
environmental changes onto
company with best fit [P9]
(−) a continuously learning
business model
experimentation [P13]
(−) business model change
(hard decision, risky
organizational adjustments,
and collective commitment)
[P15]
(−) efficient management of
information (explore vs.
create collective
understanding) is difficult
[P45]

Force decisions [P2]
Analyse Business model fit [P49]
Bridge static view for change and
performance over time [P14]
Computerize DDS for better design,
critique and simulation of new BMs [P32]
Understand how technology is converted
into market outcome [P29], [P31]
Provide contextual information [P35]
Identification of critical success factors
and investigate performance [P41]
Proof, persuasion, comparison and
benchmarking [P45], [P55]
(+) creates common language, shared
priority and forces decisions [P2]
(+) improves dealing with uncertainty
(reduction by sharing, turn into advantage,
enhance understanding of barriers) [P2]
(−) difficult to deal with uncertainty,
complexity and dynamism [P54]
(+) facilitates brainstorming (today and
future) and integrative (no theory bias)
[P17]
(+) helps reducing complexity (visual)
[P32]
(+) improves mutual understanding
Business and IT domains [P32]
(+) facilities identification of key
indicators to follow execution of plan
[P32]
(−) difficulty in reliable monitoring of key
indicators [P54]
(+) BM as “scale model” demonstrates
feasibility and worth to partners [P45]
(−) achieve joint strategy when decisions
create cross-functional/divisional conflicts
[P5]
(−) align social, organization, and
technology (due to richness and change of
knowledge economy) [P7]
(−) difficult to choose from massive
results regarding BM design
experimentation [P18]
(−) hard to identify threats to BM in
time [P18]
(−) managed different abstraction levels
and get the details right in execution
[P19], [P21]
(−) requires decision-making on multiple
parameters of activity systems [P21]
(−) BM has a dual nature (instance vs.
classification) [P22]
(−) hard to overcome resistance to and
awareness of need to change [P52]
(−) over-estimate/false impression of your
ability to change [P52]
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Abstract
Background: With an increase of the number of features in a vehicle, the computational re-
quirements also increase, and vehicles may contain up to 100 Electronic Control Units (ECUs) to
accommodate these requirements. For cost-effectiveness reasons, amongst others, it is considered
desirable to limit the growth of, or preferably reduce, the number of ECUs. To that end, mixed
criticality is a promising approach that received a lot of attention in the literature, primarily from
a theoretical perspective.
Aim: In this paper, we address mixed criticality from a practical perspective. Our prime goal is
to extend an OSEK-compliant real-time operating system (RTOS) with mixed criticality support,
enabling such support in the automotive domain. In addition, we aim at a system (i) supporting
more than two criticality levels; (ii) with minimal overhead upon an increase of the so-called
criticality level indicator of the system; (iii) requiring no changes to an underlying operating
system; and (iv) featuring further extensions, such as hierarchical scheduling and multi-core.
Method: We used the so-called adaptive mixed criticality (AMC) scheme as a starting point for
mixed criticality. We extended that scheme from two to more than two criticality levels (satisfying
(i)) and complemented it with specified behavior for criticality level changes. We baptized our
extended scheme AMC*. Rather than selecting a specific OSEK-compliant RTOS, we selected
ExSched, an operating system independent external CPU scheduler framework for real-time
systems, which requires no modifications to the original operating system source code (satisfying
(iii)) and features further extensions (satisfying (iv)).
Results: Although we managed to build a functional prototype of our system, our experience
with ExSched made us decide to rebuild the system with a specific OSEK-compliant RTOS, being
µC/OS-II. We also briefly report upon our experience with AMC* and suggest directions for
improvements.
Conclusions: Compared to extending ExSched with AMC*, extending µC/OS-II turned out to be
straightforward. Although we now have a basic system operational and available for experimentation,
enhancements of the AMC*-scheme are considered desirable before exploitation in a vehicle.

Keywords: OSEK, RTOS, mixed criticality

1. Introduction

A growing trend in the automotive domain is
a feature intensive vehicle. These features may
be safety related, driver assistance related, con-
nected services, or multimedia and entertainment

related. With an increase of the number of fea-
tures, the computational requirements also in-
crease. Nowadays, a vehicle may be controlled by
over 100 million lines of code, that are executed
on up to 100 Electronic Control Units (ECUs) [1].
For reasons of cost, space, weight, and power con-
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sumption, amongst others, adding more ECUs is
undesirable. Instead, even a reduction of ECUs
is preferred, with appropriate means for (tempo-
ral and spatial) isolation between applications,
efficient and effective resource management, as-
surance against failure, and graceful degrada-
tion upon overloads. Given the distinct critical-
ity levels of these features, e.g. safety critical,
mission critical, and low-critical, application of
mixed criticality theory and practice [2] may be
beneficial. Within the context of the i-GAME [3]
and EMC2 projects1, we therefore explored the
option to apply mixed criticality. Whereas there
exists an overwhelming number of papers on
mixed criticality, the majority addresses theo-
retical aspects, with a focus on schedulability
analysis. Although some address implementation
aspects, such as [4], only a few present actual
implementations extending an operating system,
such as [5–7]. None of these aim at the automo-
tive domain, however, which is the main focus of
this paper.

In this paper, we report upon our initial ef-
forts to extend an OSEK-compliant [8] real-time
operating system (RTOS) for a single-core with
support for mixed criticality. In addition, we aim
at a system (i) supporting more that two criti-
cality levels; (ii) with minimal overhead upon an
increase of the so-called criticality level indicator
of the system; (iii) requiring no changes to an
underlying operating system; and (iv) featuring
further extensions, such as hierarchical schedul-
ing and multi-core.

For our mixed criticality scheme, we selected
an existing scheme, Adaptive Mixed Critical-
ity (AMC) [9], as a basis. We extended the
scheme from two criticality levels to multiple
criticality levels (satisfying (i)), and comple-
mented it with specified behavior upon critical-
ity level changes. Rather than selecting a spe-
cific OSEK-compliant operating system, we se-
lected ExSched [10]. ExSched is an operat-
ing system independent external CPU sched-
uler framework for real-time systems, which re-
quires no patches (i.e. modifications) to the orig-

inal operating system source code (satisfying
(iii)), unlike, for example LITMUSRT [11] and
AQUOSA [12], making it easier to update to
newer kernel versions. Moreover, ExSched sup-
ports multiple operating systems, in particular
Linux and VxWorks, and comes with hierarchi-
cal and multi-core schedulers (satisfying (iv)),
amongst others. In our initial experiments, we
used ExSched in combination with Linux ver-
sion 2.6.36, which we downloaded from [13], on
an Intel Core I5 processor. We intended to sub-
sequently develop support of ExSched to sup-
port an OSEK-compliant RTOS. Although we
managed to build a functional prototype of our
system, we decided to abandon ExSched, how-
ever, based on our experiences with and insights
gained during the extension of ExSched with
mixed criticality support. Our subsequent ex-
periments therefore concerned the move from
ExSched with Linux towards an OSEK-compliant
RTOS, in particular µC/OS-II [14]. We used
µC/OS-II in combination with RELTEQ (Rel-
ative Timed Event Queues) [1], which sup-
ports hierarchical scheduling (iv), amongst oth-
ers. Our final contribution concerns a reflection
on AMC*.

This journal paper is an extended version of
a workshop paper [15]. Compared to [15], this
extended version has the following two major
contributions. Firstly, it presents the extension
of µC/OS-II with mixed criticality (Section 6.2).
Secondly, it presents the experience with and the
evaluation of AMC*, including improvements of
the scheme (Section 7).

The remainder of this paper is organized as
follows. We start by a brief discussion of related
work in Section 2. Next, in Section 3, we present
our real-time scheduling model and a brief re-
capitulation of ExSched. Our extended AMC
scheme, baptized AMC*, is the topic of Section 4.
Extending ExSched with mixed criticality sup-
port is addressed in Section 5. The move from
ExSched with Linux to µC/OS-II is addressed
in Section 6. In Section 7, we reflect on AMC*.
The paper is concluded in Section 8.

1The work presented in this paper was funded in part by the EU 7th framework programme through the i-GAME
(Interoperable GCDC AutoMation Experience) project (grant agreement 612035) and the ARTEMIS Joint Undertaking
EMC2 project (grant agreement 621429).
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2. Related work

There exists a plethora of papers on mixed
criticality systems; see [2] for a review. Here,
we focus on two specific mixed criticality as-
pects, being mixed criticality schemes and ac-
tual implementations extending an operating
system, and briefly discuss existing support of
OSEK-compliant RTOSs.

Building upon the seminal work of Vestal [16],
whichwas the first paper addressing schedulability
analysis for mixed criticality systems given a basic
mixed criticality scheme, a lot of theoretical work
has been done on mixed criticality systems. The
scheme presented by Vestal consists of an ordered
set of four criticality levels. At anymoment of time,
the system is running at a particular criticality
level. The scheme describes the cause (i.e trig-
gering event) and behavior of a criticality level
up, i.e. when the system makes the transition
from a lower to a higher criticality level, but lacks
a description of a criticality level down. This initial
scheme was later refined and the schedulability of
mixed criticality systems improved by Baruah et
al. in [4, 9, 17], amongst others. Although the re-
striction on the number of criticality levels is lifted
in these later works, the description of the latest
scheme [9] called adaptivemixed criticality (AMC)
and its analysis has been restricted to two levels
for simplicity. The cause and behavior of a crit-
icality level down was first described in [4]. The
AMC scheme was later relaxed in [18] at the cost
of increased implementation complexity. In this
paper, we therefore selected AMC as a basis. For
a detailed comparison of the schemes mentioned
above, the interested reader is referred to [19,20].

Whereas a lot of papers address theoretical
aspects, only a few papers describe actual imple-
mentations extending an operating system with
mixed criticality support, such as [5–7]. Kim
et al. [6] studied the actual implementation of
a criticality level change in the RTOS eCOS [21],
with the aim to minimize the scheduler overheads.
They assume a mixed criticality scheme with two
criticality levels. Herman et al. [5] describe RTOS
support for multi-core mixed criticality systems,

using the academic RTOS LITMUSRT [11], an
extension to the Linux kernel. The number of
criticality levels assumed in that work is four. Kri-
tikakou et al. [7] describe support for multi-core
mixed criticality systems using their own devel-
oped bare-metal library [22]. In their model, only
a single task of a high criticality level is assumed.
To the best of our knowledge, there does not exist
an OSEK-compliant [8] RTOS with an extension
for mixed criticality, which is the focus of this
paper.

There exist many OSEK-compliant RTOSs,
such as ETAS RTA-OSEK2, µC/OS-II [14], and
Erika Enterprise RTOS3. The specification of
the OSEK operating system [8] explicitly states
that the “OSEK operating system is a single
processor operating system meant for distributed
embedded control units”. An OSEK-compliant
RTOS may therefore provide support for hierar-
chical scheduling and multi-core, but need not
provide such support. As examples, both ETAS
RTA-OSEK and µC/OS-II provide neither hierar-
chical scheduling nor multi-core support, whereas
Erika Enterprise RTOS only provides multi-core
support. An extension of µC/OS-II with hierar-
chical scheduling has been described in [23]. To
the best of our knowledge, there does not exist
an OSEK-compliant RTOS providing support for
both hierarchical scheduling and multi-core. In
this paper, we focus on µC/OS-II, because we
gained significant experience with that RTOS
over the past years [24–26].

3. Preliminaries

In this section, we present our real-time schedul-
ing model in Subsection 3.1 and a brief recap of
ExSched in Subsection 3.2.

3.1. Real-time scheduling model

After presenting a basic real-time scheduling
model for fixed-priority pre-emptive scheduling
(FPPS), we extend the model with mixed criti-
cality conform AMC [9].

2Details about ETAS RTA-OSEK can be found at http://www.etas.com.
3Details about Erika Enterprise OS can be found at http://www.tuxfamily.org.
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3.1.1. Basic model for FPPS

We assume a single processor and a set T of n
independent sporadic tasks τ1, τ2, . . ., τn, with
unique priorities π1, π2, . . ., πn. At any moment
in time, the processor is used to execute the
highest priority task that has work pending. For
notational convenience, we assume that (i) tasks
are given in order of decreasing priorities, i.e. τ1
has the highest and τn the lowest priority, and
(ii) a higher priority is represented by a higher
value, i.e. π1 > π2 > · · · > πn.

Each task τi is characterized by a minimum
inter-activation time Ti ∈ R+, a worst-case
computation time Ci ∈ R+, and a (relative)
deadline Di ∈ R+. We assume that the con-
stant pre-emption costs, such as context switches,
are subsumed into the worst-case computation
times. We assume constrained deadlines, i.e. the
deadline Di may be smaller than or equal to
period Ti. The utilization Ui of task τi is given
by Ci/Ti, and the utilization U of the set of tasks
T by ∑

1≤i≤n Ui.
We also adopt standard basic assump-

tions [27], i.e. tasks do not suspend themselves
and a job does not start before its previous job
is completed.

3.1.2. Extended model for mixed criticality

We assume a set L of m criticality levels4 Λ1, Λ2,
. . ., Λm. For notational convenience, we assume
that (i) criticality levels are given in order of de-
creasing criticality, i.e. Λ1 represents highest and
Λm represents lowest criticality, and (ii) a higher
criticality level is represented by a higher value,
i.e. Λ1 > Λ2 > . . . > Λm.

Each task τi has a particular criticality level
λi ∈ L, termed its representative criticality level.
We now define subsets T Λ of T , i.e.

T Λ def= {τi|λi ≥ Λ} (1)
When the system is executing at criticality level
Λ, i.e. the criticality level indicator Γ is equal to

Λ, the processor is used to execute only tasks in
the subset T Λ.

Moreover, the worst-case computation time
of a task τi becomes a vector ~Ci indexed by
criticality level. These computation times are
monotonically non-decreasing for increasing crit-
icality levels, i.e.

Λk ≤ Λ` ≤ λi ⇒ ~Ci(Λk) ≤ ~Ci(Λ`) (2)

The actual execution time of the current job of
task τi at time t is denoted by βi(t).

The following condition defines when a criti-
cality level up occurs5.
Condition 1. When a job of task τi is execut-
ing at time t while the system is running at level
Λ with Λ ≤ λi < Λ1 and the actual execution
time βi(t) equals the worst-case computation time
~Ci(Λ) of τi, a criticality level up occurs.

A criticality level down occurs upon
a so-called criticality level Λ idle time.
Definition 1. A criticality level Λ idle time is
an instant at which there is no pending load of
the tasks in T Λ.
Intuitively, a task has pending load [28] larger
than zero at time t when it has been activated
strictly before time t and did not complete yet
at time t.
Condition 2. Upon a criticality level Λ idle
time with Λ > Λm a level down change occurs.

3.2. Recapitulation of ExSched

The ExSched framework [10] is a loadable Linux
kernel module and an extension of the REal-time
SCHeduler (RESCH) framework [29]. Figure 1
shows the structural components of ExSched. An
application uses the ExSched APIs provided by
the ExSched Library in user space to commu-
nicate with the main ExSched Module in ker-
nel space. This communication takes place via
the ioctl () system call, i.e. ExSched is built as
a character-device module. The ExSched frame-
work supports development of plug-ins with the
help of callback functions. Plug-ins for hierarchi-

4In [9], a so-called dual-criticality system is assumed, i.e. m = 2. In this paper, we assume more than 2 criticality
levels.

5The AMC scheme assumes that a criticality level up is handled instantaneously.
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Figure 1. ExSched: structural components [10]

cal scheduling and multi-core scheduling are part
of ExSched’s release.

The ExSched Library provides methods to
– register/de-register tasks: rt_init () and

rt_exit();
– set parameters of tasks: rt_set_wcet(),

rt_set_period(), rt_set_deadline(), and
rt_set_- priority ();

– start a task: rt_run(); and
– activate a next job, i.e. wait (sleep) until the

next period: rt_wait_for_period().
The ExSched Module uses the POSIX-com-

pliant SCHED_FIFO scheduling policy pro-
vided by the Linux kernel. The module main-
tains its own task structure, which extends
the encapsulated Linux task structure with ad-
ditional timing parameters provided through
the ExSched Library. The ExSched Module pro-
vides a dedicated interface to install and
un-install a plug-in; see Table 1. Only one plug-in
can be installed in ExSched at the time.

4. AMC* scheme

In Subsection 3.1.2, a general model for mixed
criticality has been given, leaving specific details
unspecified, such as (i) what happens when a task
τi exceeds its worst-case computation time at its
representative criticality level, (ii) what will be
the new criticality level at which the system will
execute upon a criticality level change, and (iii)
what happens with the (jobs of the) tasks that
are no longer executed when a criticality level up
occurs and accordingly how to deal with tasks
that are again allowed to execute when a critical-

ity level down occurs. In this section, we consider
these three topics for our AMC*-scheme.

4.1. Overrun of ~Ci(λi)

For AMC*, we consider an overrun of the
worst-case computation time of a task τi at its
representative criticality level λi erroneous behav-
ior, similar to [18]. Upon such an overrun, a crit-
icality level up occurs if λi < Λ1. The behavior
is unspecified for λi = Λ1; see also Condition 1.

4.2. New criticality level upon
a criticality level change

Because an overrun at criticality level Λ1 is con-
sidered erroneous behavior and worst-case com-
putation times are monotonically non-decreasing
for increasing criticality levels (2), we consider
three cases when a criticality level up occurs,
assuming the system is executing at criticality
level Λ:
1. Λ ≤ λi < Λ1 ∧ ~Ci(Λ) = ~Ci(λi): When a task

τi overruns its worst-case computation time
at its representative criticality level λi and λi
is smaller than the highest criticality level Λ1,
the new criticality level Λnew is the smallest
criticality level larger than λi, i.e.

Λnew = min {λ ∈ L|λ > λi} (3)

2. ~Ci(Λ) < ~Ci(λi): When a task τi overruns its
worst-case computation time at the criticality
level Λ ( ~Ci(Λ)) and that computation time is
less than its worst-case computation time at
its representative criticality level λi ( ~Ci(λi)),
the new criticality level Λnew is the smallest
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Table 1. Existing API provided by the ExSched Module to install
and un-install a plug-in

Method Description
extern void install_scheduler(

Install Plug-in

void (*task_run_plugin)(resch_task_t*),
void (*task_exit_plugin)(resch_task_t*),
void (*job_release_plugin)(resch_task_t*),
void (*job_complete_plugin)(resch_task_t*)
);
extern void uninstall_scheduler(void); Un-install Plug-in

criticality level not giving rise to an overrun
for τi, i.e.

Λnew = min
{
λ ∈ L| ~Ci(Λ) < ~Ci(λ)

}
(4)

3. Unspecified behavior An overrun of ~Ci(λi)
of task τi is unspecified for λi = Λ1; see Sub-
section 4.1.

When a criticality level down occurs, the system
returns to the lowest criticality level Λm.

4.3. Policies for criticality level changes

We considered three policies for mixed criticality,
i.e. suspend, resume, and abort.
Definition 2. The suspend policy for a task (i)
temporarily does not give any execution time to
a currently active job of that task and (ii) sup-
presses new releases of jobs of that task.
Definition 3. The resume policy allows sus-
pended tasks to release new jobs.

The release of new jobs shall satisfy the con-
straints of the system, i.e. no earlier than allowed
according to the minimal inter-activation time.
Definition 4. The abort policy for a task de-
cides whether or not the current job of a sus-
pended task is discarded or allowed to continue
at a later time.

The abort policy is conditional, i.e. depending
on the context, suspended jobs of a task may, but
need not, be aborted. As an example, in a reserva-
tion-based resource management context, where
suspension is used to prevent jobs of tasks to exe-
cute upon depletion of a budget, abortion will not
be applied. In our initial experiments extending
ExSched with mixed criticality, we suspend jobs
of tasks that are no longer executed when a criti-
cality level up occurs and abort those jobs when

a criticality level down subsequently occurs. By
delaying the actual abort, we minimize overhead
upon a criticality level up.

5. Extending ExSched with mixed
criticality support

In this section, we describe our extension of
ExSched with mixed criticality support. We start
with a description of the required extensions in
Section 5.1. The design of the system is the topic
of Section 5.2. We demonstrate our implemented
system by means of an example in Section 5.3.

5.1. Basic mechanisms

To support the AMC* scheme, the following basic
mechanisms, are required:
– run-time monitoring, to keep track of the

amount of time a job of a task has spent on
execution, to detect depletion of a “budget”,
and to realize (i.e. trigger the handler for)
the criticality level up functionality;

– task-management services, i.e. the suspend,
resume, and abort policies, which have been
described in Subsection 4.3;

– idle-time detection, to realize (i.e. trigger the
handler for) the criticality level down func-
tionality.

We briefly consider these mechanisms in the fol-
lowing subsections.

5.1.1. Run-time monitoring

Run-time monitoring is a basic mechanism that
is not only required for mixed criticality, but
also for reservation-based resource management.
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Rather than incorporating run-time monitoring
in a to-be-developed AMC∗ plug-in, we therefore
decided to extend the ExSched Module.

The timers used in ExSched do not satisfy our
needs, however. In particular, the values of the
execution times are stored in so-called “jiffies”,
which is the time between two successive clock
ticks of the real-time clock. Instead of using the
(low-resolution) real-time clock, we decided to
base monitoring on high-resolution timers (pro-
vided through hrtimer.h), with a resolution in
the order of nanoseconds on an Intel Core I5
processor. The methods for run-time monitoring
are described in Table 2.

5.1.2. Task management services

The task management functionality to real-
ize criticality level changes is described in Ta-
ble 3. We believe that this functionality is of
a generic nature, i.e. that it can also be used
by other plug-ins. Moreover, in order to be
able to “hide” the specific details of the ac-
tual operating system, which is one of the de-
sign goals of ExSched [10], plug-ins shall not
be aware of specific operating system function-
ality. As a result, the ExSched Module is the
only place where this functionality can be imple-
mented.

Note that we combined the resume and abort
policy into a single primitive resume_task(). For
the AMC* implementation described in this pa-
per, we always pass a value true for the parameter
abort when calling resume_task().

The abort functionality has been imple-
mented using Linux signals, in particular the
POSIX compliant SIGUSR1 signal. Before a task
is actually resumed and only when a job of the
task has been suspended, a SIGUSR1 is sent to
the task. This allows the task to perform clean-up
activities as required when resumed.

5.1.3. Extended plug-in interface

Table 4 presents the methods that the AMC∗
plug-in provides to the ExSched Module, allow-
ing the latter to bring criticality level up and
criticality level down events to the attention of

the plug-in. We expect the methods to be of
a sufficient generic nature to justify incorporation
in the generic install-methods, e.g. to monitor
individual tasks. The description given in Table 4
is therefore from the perspective of the AMC∗
plug-in. The method to install a plug-in given
in Table 1 is extended with parameters for these
two methods.

5.2. System design

Figure 2 shows the static structure of ExSched
extended with AMC*. A similar structure has
been used for AMC* as for ExSched, i.e. a li-
brary AMC∗ Library in user space and a load-
able kernel module AMC∗ Plugin Module in ker-
nel space, using the ioctl () system call for com-
munication. Although we generalized ExSched
by extending the ExSched Module with run-time
monitoring and additional task-management ser-
vices, amongst others, its general architecture
remained unchanged, i.e. Figure 2 is an extension
of Figure 1.

The generic interfaces of the ExSched Module
towards a plug-in have been described in
the previous section. Below, we consider the
AMC∗ Library and the AMC∗ Plugin Module
in more detail. Both modules share a header file
defining a constant NO_OF_CRIT_LEVELS
denoting the number of criticality levels sup-
ported by the system.

5.2.1. AMC∗ Library

The AMC∗ Library provides a method to allow
a task τi to set its representative criticality level
λi and its worst-case computation times for each
criticality level λ ∈ L; see Table 5.

5.2.2. AMC∗ Plugin Module

The AMC∗ Plugin Module stores the represen-
tative criticality level λ of each task and the
worst-case computation time ~C of each task for
every criticality level. Moreover, it stores and
maintains the criticality level indicator Γ of the
system. In particular, it implements the handlers
for the criticality level up and criticality level
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Table 2. New local methods of the ExSched Module for run-time monitoring

Method Description
void start_monitor_timer
(resch_task_t *rt)

Start timer for a task τi denoted by
*rt for an amount of time ~Ci(Λ) −
βi(t). Both ~Ci(Λ) and βi(t) are stored
in the task’s control block.

void stop_monitor_timer
(resch_task_t *rt)

Stop timer for a task τi denoted by
*rt and update βi(t).

enum hrtimer_restart mon-
itor_expire_handler (struct
hrtimer *timer)

Interrupt handler of the timer identi-
fied by *timer.

Figure 2. ExSched extended with AMC* [19,20]

down handler, using the functionality provided
by the ExSched Module.

5.3. An example

In this section, we illustrate our system by means
of an example6, with 3 criticality levels and 4

tasks. The characteristics of the synthetic task
set are given in Table 67.

Figure 3, which has been created by means of
Grasp [30]8, shows a timeline with the executions
of the tasks. The figure shows both a criticality
level up, at time 57 ms and 61 ms, as well as
a criticality level down at time 73 ms.

6The interested reader is referred to [19,20] for other examples.
7Don’t-care values for ~C are specified as zero, i.e. λi < λ ⇒ ~Ci(λ) = 0.
8A version of Grasp is available in the ExSched distribution at http://www.idt.mdh.se/~exsched/.
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Table 3. New methods provided by the ExSched Module to its plug-ins for task management

Method Description
void suspend_task
(resch_task_t *rt)

Suspends a task.

void resume_task
(resch_task_t *rt, bool abort)

Resumes a task. When abort
is true, a pending job will be
aborted.

void abort_job
(resch_task_t *rt)

Aborts the pending job of
a task.

Table 4. New methods expected by the ExSched Module from its plug-ins, i.e. callback functions,
to handle criticality level changes

Method Description
void (*monitor_expire_plugin)
(resch_task_t *rt)

Criticality-level up handler.

void (*idle_time_plugin)
(resch_task_t *rt)

Criticality-level down handler.

Table 5. AMC∗ API: Method provided by the AMC∗ Library

Method Description
int rt_set_rep_crit_level (int
rep_crit, unsigned
long[NO_OF_CRIT_LEVELS]
wcet_per_crit)

Method to set a task’s repre-
sentative criticality level and
worst-case computation time
per criticality level.

6. Moving from Linux to µC/OS-II

ExSched [10] supports both Linux and VxWorks,
but lacks support for an OSEK-compliant
real-time operating system, such as µC/OS-II or
ERIKA Enterprise [31]. In this section, we de-
scribe our efforts in moving from ExSched with
Linux to µC/OS-II. We start this section with
our experience with and evaluation of ExSched.
We subsequently consider the usage of µC/OS-II.

6.1. Experience with and evaluation of
ExSched

Based on ExSched’s features, i.e. (i) being an op-
erating system independent external CPU sched-
uler framework, (ii) providing support for tempo-
ral isolation through hierarchical scheduling, and
(iii) providing support for multi-core scheduling,
selecting ExSched for our extension with support
for mixed criticality seemed a good choice. As
illustrated by the example in Section 5.3, we

managed to build a functional prototype of our
system.

Extending ExSched with mixed criticality
support turned out to be laborious, however.
Instead of adding just a “mixed criticality”-spe-
cific plug-in, we also extended and revised the
ExSched Module, as described in Section 5.
Although the code is documented with sam-
ples illustrating its usage, critical user docu-
mentation is missing. A conference paper [10]
describes Exsched’s high-level design. Other
software engineering artifacts, such as require-
ments, specification, design and correspond-
ing tests are unavailable. As a result, the
Exsched API is hard to validate and test-
ing our mixed criticality plugin against its
API is even harder. Although we resolved
the problems with Exsched that we encoun-
tered, we did not thoroughly validate and
verify the existing functionality of ExSched.
Based on our experience, the framework is hard
to maintain.
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Table 6. Task characteristics

Task λ π
~C

T
Λ3 Λ2 Λ1

Task 1 Λ3 99 6 ms 0 ms 0 ms 45 ms
Task 2 Λ2 98 6 ms 10 ms 0 ms 50 ms
Task 3 Λ2 97 6 ms 6 ms 0 ms 50 ms
Task 4 Λ1 96 6 ms 9 ms 12 ms 60 ms

Figure 3. At time 57 ms, the job of Task 2 executed for its worst-case computation time at criticality level
Λ3 but didn’t complete yet. As a result, a criticality level up change to Λ2 occurs. At time 61 ms the job of
Task 2 executed for its worst-case computation time at its representative criticality level Λ2 but didn’t

complete yet, resulting in a criticality level up change to Λ1. The active jobs of Task 2 and Task 3 at time
61 ms are suspended due to the criticality level up. A criticality level down occurs at time 73 ms to Λ3 and

the SIGUSR1 signal is sent at that time, effectively aborting the suspended job

One of the reasons to select ExSched was the
availability of existing plug-ins, such as hierar-
chical scheduling and multi-core. As described
in Section 3.2, the current implementation only
allows to use a single plug-in at the time, however.
Whenever multiple plug-ins are desired, a major
redesign of ExSched seems to be required. Given
these experiences and gained insight, we decided
to entirely abandon ExSched for our future efforts.

6.2. Extending µC/OS-II with AMC*

In this section, we briefly describe the ratio-
nale for selecting µC/OS-II, the extension of
µC/OS-II with AMC*, and a comparison be-
tween ExSched and µC/OS-II regarding the ex-
tension with mixed criticality.

6.2.1. Background and rationale

Based on our earlier experience with the
OSEK-compliant RTOS µC/OS-II [14]9 in (i)
research [24, 25], (ii) an automotive case study
implementing and demonstrating active suspen-
sion in a Jaguar XF [26], and (iii) education,
i.e. the core course Real-time software systems
engineering (2IN70) in the master automotive
technology [32] at the TU/e, we decided to se-
lect this RTOS for our next step and to use it
in combination with RELTEQ (Relative Timed
Event Queues) [1, 23]. RELTEQ provides a gen-
eral timer management system and supports pe-
riodic tasks and a hierarchical scheduling frame-
work (HSF) in our extended implementation of
µC/OS-II; see Figure 4.

9Unfortunately, the supplier of µC/OS-II, Micrium, has discontinued the support for the OSEK-compatibility
layer.
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Figure 4. Interfaces between µC/OS-II and its extension [23]. The numbers indicate the sections in [23]
describing the provided interfaces and their implementation

In our earlier work, we created a port for
µC/OS-II to the OpenRISC platform [33] to ex-
periment with the accompanying cycle-accurate
simulator and to ease development. Our set-up
also runs on a Freescale EVB9S12XF512E evalu-
ation board with a 16-bits, MC9S12XF512 pro-
cessor and 32 kB on-chip RAM.

6.2.2. Basic mechanisms and specific
AMC*-functionality

As described in Section 5.1, three sets of basic
mechanisms are required to support AMC*, run-
time monitoring, task management services, and
idle-time detection. All these mechanisms are
essentially supported through RELTEQ and our
earlier extension of µC/OS-II with an HSF.

To implement specific AMC*-functionality,
we extended the task-control block with mixed-
criticality specific information, such as the
representative criticality level λ and the vec-
tor of worst-case computation times ~C. In
addition, we provided a method similar to
rt_set_rep_crit_level (see Table 5) to set
λ and ~C. Given these mechanisms and ex-
tended data structures, implementing the specific
AMC*-functionality turned out to be straight-

forward. In particular, we implemented a ded-
icated module for AMC* with the level up
handler and the level down handler (see Ta-
ble 4). The level up handler is called from
RELTEQ, upon the detection of an overrun,
and the level down handler is called from the
OSTaskIdleHook within µC/OS-II. Support for
run-time monitoring (Table 2) and task man-
agement (Table 3) is provided by RELTEQ
and µC/OS-II, respectively. An overview of
the µC/OS-II architecture including the exten-
sions for both RELTEQ and AMC* is given
in Figure 5.

6.2.3. A comparison between ExSched
and µC/OS-II

Compared to ExSched with Linux, extending
RELTEQ and µC/OS-II with AMC* was rela-
tively easy. The only functionality implemented
in Linux that could not be supported by our
µC/OS-II extension concerned allowing a task to
perform the clean-up activities as required when
resumed, i.e. µC/OS-II lacks functionality similar
to the POSIX compliant SIGUSR1 signals. An-
other disadvantage of our extension of RELTEQ
and µC/OS-II with AMC* is that RELTEQ
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Figure 5. Interfaces between µC/OS-II, RELTEQ and AMC*

has been implemented in µC/OS-II10, and our
AMC* extension required additional changes to
µC/OS-II as well. Hence, whereas ExSched re-
quires no pathes (modifications) to the original
source code of the underlying operating system,
our support for AMC* using RELTEQ did require
modifications to µC/OS-II. Extending µC/OS-II
with AMC* without patches to the original source
code would be considerably less straightforward.

As a final remark, we merely observe that
whereas µC/OS-II inherently provides function-
ality to suspend and resume a task by means
of OSTaskSuspend() and OSTaskResume(), the
OSEK/VDX-standard [8] lacks such functional-
ity. Extending an OSEK-compliant RTOS with
mixed criticality without patches may therefore
not be trivial.

7. A reflection on AMC*

In this section, we briefly reflect on AMC*, our
mixed criticality scheme. We first report on our
experience with AMC*. We subsequently de-
scribe directions for resolving the undesirable
behavior encountered.

7.1. Experience with and evaluation of
AMC*

Within the literature, various options for im-
provement of the AMC-scheme have been pro-
posed [2, 18]. Below, we briefly report upon two
aspects we encountered while experimenting with
our implementation that have, to the best of
our knowledge, not been reported before in the
literature.

7.1.1. Erroneous and unspecified behavior

As described in Section 4.1, an overrun of the
worst-case computation time of a task τi at its
representative criticality λi is considered erro-
neous behavior. Moreover, the behavior is unspec-
ified when λi = Λ1. Figure 3 shows an example
with erroneous behavior of a job of Task 2 with
λ2 < Λ1, which gives rise to a criticality level
up conform the AMC scheme (see Condition 1).
A drawback of this behavior is that Task 3, which
has the same representative criticality level as
Task 2, is also no longer allowed to execute, and
its activation at time 50 is therefore aborted as
well. Moreover, this criticality level up is not

10Unlike the implementation of an HSF in µC/OS-II, the implementation of an HSF in VxWorks described in [34]
required no changes to the operating system.
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Figure 6. A criticality level up immediately followed by a criticality level down in AMC*

Table 7. Task characteristics

Task λ π
~C

T
Λ3 Λ2 Λ1

Task 1 Λ3 99 5 ms 0 ms 0 ms 50 ms
Task 2 Λ1 98 18 ms 24 ms 24 ms 100 ms
Task 3 Λ2 97 18 ms 24 ms 0 ms 100 ms

necessitated by a need for more anticipated re-
sources by tasks with a higher representative
criticality level than the criticality level at which
the system is executing, but instead to prevent
the erroneous behavior of Task 2 from jeopardiz-
ing the correct timing behavior of tasks with the
same or a higher representative criticality level.

Although it is theoretically (i.e. from an aca-
demic perspective) convenient to classify an over-
run of the worst-case response time of a task at
its representative criticality level as erroneous
behavior, this is clearly not desirable from a prac-
tical (i.e. an industrial) perspective.

7.1.2. Criticality-level up immediately
followed by a criticality level down

Using the original AMC*-scheme, a critical-
ity level up can be immediately followed by
a criticality- level down, as illustrated in Fig-
ure 6 for a task set with characteristics as given
in Table 7.

At time t = 41, a job of Task 3 experiences
an overrun of ~C3(Λ3) = 18 ms and a criticality
level up occurs from criticality level Λ3 to Λ2.
The job of Task 3 experiences a next overrun of
~C3(Λ2) = 24 ms at time t = 47 ms and a crit-

icality level up occurs towards Λ1. The system
subsequently encounters an idle-time and the
system returns to its lowest criticality level Λ3,
i.e. the system exhibits the undesirable behavior
of a criticality level up immediately followed by
a criticality level down.

In case we modify the characteristics of Task 3
to ~C3(Λ3) = ~C3(Λ2) = 24 ms, we even have a crit-
icality level up from Λ3 to Λ1 at time t = 47
would immediately be followed by a criticality
level down to Λ3. This behavior is clearly unde-
sirable.

7.2. Improving AMC*

To prevent (or at least mitigate) the undesirable
behavior identified in the previous section, we pro-
pose to bound the time provided to a task τi at its
representative criticality level λi to its worst-case
computation time ~C(λi), e.g. through resource
reservation with temporal protection [35], rather
than raising the criticality level. Similar to Qual-
ity-of-Service like approaches [36,37], tasks there-
fore have to get by with a budget given by ~C(λi)
at their representative criticality level. Hence, we
propose to adapt both AMC and AMC*, and com-
plement these schemes with resource reservation.
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7.2.1. Adaption of AMC

First, we change the condition Λ ≤ λi < Λ1 in
Condition 1 of the AMC scheme to Λ < λi ≤ Λ1,
effectively suppressing a criticality level up upon
an overrun at a task’s representative criticality
level, i.e. Condition 1 now becomes:
Condition 3. When a job of task τi is execut-
ing at time t while the system is running at level
Λ with Λ < λi ≤ Λ1 and the actual execution
time βi(t) equals the worst-case computation time
~Ci(Λ) of τi, a criticality level up occurs.

7.2.2. Adaption of AMC*

Next, we reconsider the three topics for our
AMC*-scheme, that were discussed in Section 4.
As mentioned above, an overrun of ~Ci(λi) is now
prevented by a resource reservation. With this
change, handling that overrun becomes the re-
sponsibility of the (developer of the) task and
part of the specification of the task. In this way,
we also resolved the unspecified behavior for an
overrun of a task at a criticality level Λ1. Upon
a criticality level up change, the three cases dis-
tinguished in Section 4.2 simplify to only one
case:
1. Λ < λi ≤ Λ1: When a task τi overruns its

worst-case computation time at the criticality
level Λ < λi, the new criticality level Λnew

remains unchanged if ~Ci(Λ) = ~Ci(λi) and be-
comes the smallest criticality level not giving
rise to an overrun for τi otherwise, i.e.

Λnew = if ~Ci(Λ) = ~Ci(λi)
then
Λ

else
min

{
λ ∈ L|~Ci(Λ) < ~Ci(λ)

}

fi

(5)

Note that by keeping the criticality level un-
changed when ~Ci(Λ) = ~Ci(λi), we prevent a crit-
icality level up whenever the resource reservation
already bounds the execution of task τi. The poli-
cies for criticality changes, being the third topic
for our AMC*-scheme discussed in Section 4.3,
remain unaltered.

7.2.3. Resource reservation

Finally, for every task τi ∈ T we assume a re-
source reservation ρi with a priority equal to
the priority of τi and a capacity ~Ci(λi) that is
replenished when τi is activated and lost when
τi becomes idle. Task τi can execute using the
capacity of ρi as long as the system is execut-
ing at a criticality level Λ at most equal to τi’s
representative criticality level λi. At a higher
criticality level, ρi will be disabled.

Additional policies and mechanisms to sup-
port a (developer and a) task upon detecting
and/or handling an overrun are conceivable, such
as means to measure progress [37], but fall out-
side the scope of this paper.

8. Conclusion

In this paper, we described our experience with
extending an OSEK-compliant RTOS with mixed
criticality support. Instead of selecting a specific
RTOS,we started our investigationswithExSched
[10], an operating system independent external
CPU scheduler supporting multiple operating
systems. For our initial experiments, we used
ExSched in combination with Linux. We selected
AMC [9] as a basic mixed criticality scheme,
extended its model from two to multiple criti-
cality levels, and complemented it with specified
behavior for criticality level up and criticality level
down functionality. Extending ExSched required
both extensions and revisions of the ExSched
Module. In particular, we incorporated generic
functionality usable for multiple plug-ins, such
as run-time monitoring based on high-resolution
timers and taskmanagement services, e.g. suspend
and resume, and extended the plug-in interface of
the ExSched Module. In addition, we developed
a dedicated plug-in for mixed criticality, baptized
AMC* Plugin Module, and complemented that
kernel module with an AMC* Library in user
space. In particular, we used a similar design struc-
ture for AMC* as for ExSched itself, effectively
increasing the modularity of ExSched. Our exten-
sion requires minimal overhead when a criticality
level up occurs by postponing clean-up actions till
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a criticality level down occurs. We built a working
prototype of our system, as demonstrated through
visualized traces using Grasp [30].

Despite the fact that ExSched is a great re-
search vehicle, we decided to abandon ExSched
based on our experiences with and insights gained
during the extension of ExSched with mixed
criticality support. During our subsequent in-
vestigations, we directed our attention to the
OSEK-compliant RTOS µC/OS-II and its exten-
sion with RELTEQ [1]. Compared to extending
ExSched with AMC*, extending µC/OS-II and
RELTEQ with AMC* turned out to be straight-
forward. Unfortunately, our implementation re-
quired changes to µC/OS-II, whereas the im-
plementation in ExSched required no patches
(i.e. modifications) to the original source code
of Linux. Although µC/OS-II has been stable
for many years, new kernel versions will require
updates of our system. Extending µC/OS-II with
AMC* without making changes to the original
source code seems considerably less straightfor-
ward than our implementation, however.

Finally, we briefly reflected on AMC and
AMC*. We encountered undesirable behavior
of both the original and the extended scheme,
i.e. erroneous and unspecified behavior as well
as a criticality level up immediately followed by
a criticality level down, and described improve-
ments for both schemes in combination with re-
source reservation. As future work, we aim at
enhancing our implementation with the described
improvement of the AMC* scheme. Additional
policies and mechanisms to support (a developer
and) a task upon detecting and/or handling an
overrun are a topic of future work as well.
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